


 
 

 
 

ABSTRACT 

 Stress can cause spatial memory deficits in males, but the underlying 

mechanisms affecting the known memory pathways remain unclear. Spatial 

memory processing requires functional interaction between the hippocampus and 

the medial entorhinal cortex (MEC). The grid cells of the MEC are most abundant 

in layer II and rely on a complex network of local inhibitory interneurons to 

generate spatial firing properties, but the effects of stress on this region have not 

been studied. Stress activates both the autonomic nervous system and the 

hypothalamic-pituitary-adrenal axis to release norepinephrine (NE) and 

glucocorticoids respectively. Given that glucocorticoid receptor (GR) and 

adrenergic receptor (AR) expression is abundant in the MEC, both 

glucocorticoids and NE released in response to stress may have rapid effects on 

MEC-LII networks.  

 We used whole-cell patch clamp electrophysiology in MEC slice 

preparations from male mice to test the effects of glucocorticoids and NE on 

synaptic inputs of MEC-LII principal cells. Glucocorticoids rapidly decreased the 

frequency of spontaneous inhibitory postsynaptic currents (IPSCs), but not 

miniature IPSCs in MEC-LII principal cells. Unlike glucocorticoids, NE 

dramatically increased both the frequency and amplitude of spontaneous IPSCs 

as well as frequency of miniature IPSCs in a majority of MEC-LII principal cells. 

Application of NE alone increased the frequency and amplitude of sIPSCs in 

most principal cells of MEC-LII, but failed to modulate frequency of inhibitory 

signaling in ~25% of cells tested. Interestingly, pre-treatment with 



 
 

 
 

dexamethasone prior to NE application led to an NE-induced increase in sIPSC 

frequency in all cells. This effect was mediated by the α1- AR, as application of 

an α1-AR agonist, phenylephrine (PHE) yielded the same results, suggesting that 

there is a subset of cells in MEC-LII that are unresponsive to α1-AR activation 

without prior activation of GR. We conclude that activation of GR primes a subset 

of cells that were previously insensitive to NE to become responsive to α1-AR 

activation in a transcription-independent manner. These findings demonstrate the 

ability of stress hormones to markedly alter inhibitory signaling within MEC-LII 

circuits and suggest the intriguing possibility of modulation of network processing 

upstream of the hippocampus.
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CHAPTER 1: INTRODUCTION 

Introduction  

An organism’s ability to navigate through its environment is crucial for 

survival. Navigation in mammals requires the ability to learn, remember, and 

identify spatial relationships between self and other organisms or objects. Many 

different brain regions are responsible for processing internal, or egocentric, and 

distal, or allocentric, cues. Disruption of an organism’s homeostasis, or stressors, 

can cause biological and physiological changes that lead to deficits in the 

processing of spatial memory cues. 

 A multitude of evidence has shown that both chronic and acute stress can 

impair a male rodent’s performance on spatial memory tasks (Bowman et al., 

1994; Conrad et al., 1996; Park et al., 2001; Conrad et al., 2004; Diamond et al., 

1996), but the underlying mechanisms affecting the known memory pathways 

remain unclear. To this point, much of the research on spatial memory 

processing has focused on the hippocampus (HC), and research on how stress 

affects spatial memory processing has focused exclusively on effects of stress in 

the HC. In 2005, the discovery of space-encoding cells, known as grid cells, 

within a region of the entorhinal cortex (EC) dramatically altered the 

understanding of how an organism processes spatial information. This discovery 

has also opened an opportunity to investigate how stress could affect spatial 
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memory processing in an area other than the hippocampus that is now known to 

be an important component of spatial memory processing: layer II of the medial 

entorhinal cortex (MEC – LII). A better understanding of the biological 

underpinnings of spatial memory processing deficits due to stress is necessary to 

understand mechanisms that lead to neuropathologies and to identify targets for 

intervention in afflicted populations. A comprehensive understanding of these 

effects requires investigation into how stress can modulate signaling particularly 

within MEC – LII; however, the effects of stress on network functionality of MEC-

based spatial memory systems remain unstudied. 

 

Stress Overview 

Until recently, stress has been defined as any stimulus that disrupts an 

organism’s homeostasis, while the stress response is the organism’s 

physiological reaction to return to homeostasis (Chrousos, 2009). The stress 

response is considered either adaptive or maladaptive in nature, where 

maladaptive responses tend to occur only after prolonged exposure to stress; 

however, defining the stress responses as either adaptive or maladaptive has 

proved difficult (Koolhaas et al., 2011). It has been more recently argued that 

stress itself is better defined by an organism’s perception that an event is either 

unpredictable or uncontrollable (Koolhaas et al., 2011).  

Stressful stimuli simultaneously activate the hypothalamo-pituitary-adrenal 

(HPA) axis and the sympathetic nervous system, which act to mobilize energy 
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and resources in order to allow the organism to attend to the stressful event 

(Miller and O’Callaghan, 2002; Tsigos and Chrousos, 2002). Stress-induced 

activation of the autonomic nervous system is immediate and works through 

neural innervation of organs, resulting in rapid alterations of physiological states 

(Ulrich-Lai and Herman, 2009). Activation of the HPA axis is the organism’s 

means of a sustained response following a stressor, and it causes release of 

glucocorticoids which can take more than ten minutes to reach peak 

concentration in the bloodstream and hours to return to basal levels (Droste et al, 

2008; Ulrich-Lai and Herman, 2009).  

 

Sympathetic Nervous System Overview 

Stress-induced activation of the sympathetic nervous system is often 

referred to as an organism’s “fight or flight” response.  The sympathetic nervous 

system is part of the autonomic nervous system, which is an unconscious 

peripheral system regulated by the hypothalamus. Activation of the sympathetic 

nervous system causes postganglionic neurons in the spinal cord to release a 

catecholamine, epinephrine/adrenaline, which acts on adrenergic receptors in the 

associated target organs (Malpas, 2010). Adrenergic receptors can be one of 

three types: α-1, α-2, or β. Each type of adrenergic receptor is G-protein coupled.  

The α-1 receptor is coupled to Gq and activates phospholipase C to increase 

intracellular calcium, α-2 is coupled to Gi and inhibits adenylyl cyclase production 

resulting in decreased levels of cyclic-AMP, and all three β receptors are coupled 
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to Gs and activate adenylyl cyclase to increase cyclic-AMP (Strosberg, 1993; 

O’Dell et al., 2015).    

Activation of the sympathetic nervous system induces a peripheral “fight or 

flight” response to prepare an organism to attend to the stressor. Activation of 

adrenergic receptors in the target organs prepare the organism to attend to the 

stressor and cause a variety of responses including pupil dilation, increased 

blood glucose, increased heart rate, and elevated blood pressure (Tank and Lee 

Wong, 2015). This systemic activation causes an increase in peripheral 

catecholamine levels; however, epinephrine and norepinephrine do not readily 

cross the blood-brain barrier (Weil-Malherbe and Bone, 1957; Gold, 2014), so 

central nervous system activation must be achieved through vagal nerve 

activation. The peripheral catecholamine signal activates β –adrenergic receptors 

of the vagus nerve, which in turn activate brainstem solitary tract nuclei (NTS), 

and locus coeruleus (LC), to cause central norepinephrine release (Roozendaal 

and McGaugh, 2011; Timmermans et al., 2013; Gold, 2014).  Noradrenergic 

efferents from the LC and NTS regulate neuronal function in a variety of areas 

including those that are crucial to learning and memory: the hippocampus, 

prefrontal cortex, and amygdala (Gibbs and Summers, 2002; Roozendaal et al., 

2009).  

 

HPA Axis  

The hypothalamic-pituitary-adrenal (HPA) axis is composed of three 

endocrine glands: the hypothalamus, pituitary gland, and adrenal glands. The 
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hypothalamus is made up of distinct nuclei including the paraventricular nucleus 

(PVN), which consists of parvocellular neurons that produce corticotropin-

releasing hormone (CRH) and vasopressin (AVP) that can activate the pituitary 

gland. In response to this peptide signal from the hypothalamus, the anterior 

pituitary gland releases adrenocorticotropic hormone (ACTH) into the 

bloodstream. ACTH stimulates the adrenal cortex of the adrenal glands to 

produce and release corticosteroids: glucocorticoids and mineralocorticoids (de 

Kloet et al., 2005; Timmermans et al., 2013; Hanukoglu et al., 1990; Herman et 

al., 2016; Engelmann et al., 2004).  

 

Activation and Modulation of HPA Axis During Stress 

Stress activates the hypothalamic-pituitary-adrenal (HPA) axis and causes 

release of the corticosteroid stress hormone cortisol or corticosterone, a species-

specific glucocorticoid from the adrenal cortex (Miller and O’Callaghan, 2002; 

Engelmann, Landgraf, and Wotjak, 2004). Structural differences and alternative 

splicing causes species-specific differences in glucocorticoid receptor isoform 

expression, resulting in differential sensitivity to cortisol and corticosterone (Reul 

and de Kloet, 1985; Reul et al., 1990; Otto, Reichardt, and Schutz, 1997; de 

Kloet et al., 1998). Humans produce cortisol, while rodents produce 

corticosterone.  

Glucocorticoid release follows a diurnal rhythm whereby the highest levels 

are achieved during the active phase of the light cycle (during high light for 

humans and darkness for rodents) and the lowest during the inactive phase 
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(Kalsbeek et al., 2012). Both physiological and psychological stressors drive HPA 

axis activation through different neural substrates. Physiological stressors 

activate CRH neurons in the PVN directly through relayed sensory input from 

visceral afferents, nociceptors, and circumventricular organs; however, limbic-

associated structures can indirectly activate the CRH neurons through 

disinhibition of the bed nucleus of the stria terminalis (BNST) (Herman et al., 

2003). Interestingly though, stress is not the only modulator of the HPA axis.  

Stress-induced activation of the HPA axis causes rapid increases in 

circulating glucocorticoid levels, and maximum adrenal output occurs within 

fifteen minutes (de Kloet et al., 1998). The HPA axis, in normal circumstances, 

incorporates a negative feedback loop to tightly regulate the release of 

glucocorticoids. Almost immediately, glucocorticoids acting in the PVN cause 

retrograde release of endocannabinoids to inhibit pre-synaptic glutamate release 

and thereby decrease the excitability of CRH neurons (Di et al., 2003; Evanson 

et al., 2010). The BNST is rich with inhibitory relays that translate excitatory 

output from the prelimbic cortex and hippocampus into inhibition of the PVN, 

which can also cause cessation of the HPA response (Cullinan, Herman, and 

Watson, 1993; Herman, Dolgas, and Carlson, 1998; Herman et al., 2003; Ulrich-

Lai and Herman, 2009).   

 

Corticosteroid Receptors 

Glucocorticoids are a class of corticosteroids excreted from the adrenal 

medulla that act on target receptors in nearly all types of neural tissue. 
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Glucocorticoids are steroid hormones that readily cross cell membranes and act 

primarily on two receptor types: the glucocorticoid receptor (GR) and the 

mineralocorticoid receptor (MR) (de Kloet, 1991; McEwen, de Kloet, and 

Rostene, 1986). Activation of corticosteroid receptors can result in many different 

cellular effects, including energy mobilization and inhibition of the inflammatory 

response (Herman et al., 2016). GR expression is abundant almost everywhere 

in the brain, with the highest density in pituitary and CRH neurons (de Kloet et 

al., 1998). MRs are highly receptive to the mineralocorticoid hormone, 

aldosterone, and are highly expressed in the hypothalamus where they regulate 

salt appetite (McEwen et al., 1986; Gomez-Sanchez, 1997; Ma et al., 1997); 

however, they also have high affinity for corticosterone and are found in many 

other brain regions including the hippocampus, where interestingly, the MR 

receptor does not readily bind its natural ligand aldosterone (Veldhuis et al., 

1982; Krozowski and Funder, 1983). It is also important to note that even though 

MRs have a high affinity for both glucocorticoids and mineralocorticoids, 

glucocorticoids are found in concentrations in the bloodstream that are nearly 

100-fold higher than aldosterone (Funder, 2017).  

GRs and MRs can mediate the traditional role of steroid receptors and 

transcription factors that are capable of modulating a large number of genes (de 

Kloet et al., 1998). MRs have a 10-fold higher affinity than GRs for corticosterone 

binding (Timmermans et al., 2013; de Kloet et al., 1998). At normal levels of 

glucocorticoid circulation, a basal activity level of the HPA axis is maintained 

through MR activation, but the physiological response to stress increases the 
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release of glucocorticoids to allow for the binding of GRs to mobilize the body to 

respond to the stressor (de Kloet et al., 1998). Aldosterone signaling through 

MRs is regulated by the enzyme 11-β hydroxysteroid dehydrogenase (11-βHSD), 

which exists in two forms: type I and II. In the kidney for example, 11-βHSD type I 

inactivates glucocorticoids and allows MR sensitivity to aldosterone; however, in 

the brain 11-βHSD enhances MR sensitivity to glucocorticoids (Seckl, 1993; 

Seckl and Walker, 2001).  

Activation of the corticosteroid receptors can have both rapid and long-

term effects. Rapid effects are non-genomic and can alter cell structure, energy 

metabolism, or signal transduction, while long-term effects are achieved through 

transcriptional alterations (de Kloet et al., 1998; Haller, Mikics, and Makara, 

2008; Venero and Borrell, 1999).  Structures critical for memory processing 

including the hippocampus, amygdala, and prefrontal cortex express both MR 

and GR (de Kloet, Joels, and Holsboer, 2005). Corticosteroids together with 

noradrenaline, CRH, and endocannabinoids can cause behavioral adaptations to 

stress and regulate learning and memory processing (Joels et al., 2006; Joels, 

Fernandez, and Roozendaal, 2011), but the specific mechanisms are not well-

understood. 

 

Navigation and Spatial Memory 

Navigation through an environment requires interpretation of information 

about environmental stimuli and the location of an animal within an environment 

independent of the stimuli (O’Keefe, 1976). Representation of environmental 
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stimuli in a spatial framework requires both static positional information as well as 

egocentric positioning based on integration of information obtained through 

motion within an environment (Buzsaki and Moser, 2013; O’Keefe and Nadel, 

1979; McNaughton et al., 1996). Static positional cues obtained from the 

environment that help an organism determine its own position are termed 

“allocentric” cues while “egocentric” is relative to the animal (O’Keefe and 

Burgess, 1996). Egocentric positioning based on cues from movement through 

an environment is termed “path integration” and allows an organism to estimate 

distances between objects (Buzsaki and Moser, 2013). Path integration 

incorporates information of speed, time, head direction, and starting point 

(McNaughton et al., 2006). Together, allocentric and egocentric strategies 

require two neural systems that can work simultaneously, though depending on 

available cues within the environment, one system may be more heavily relied 

upon (Knierim et al., 1998; Derdikman et al., 2009; Gothard et al., 1996). 

Allocentric navigation bears many similarities to semantic memory, while 

egocentric navigation uses systems that are thought to support episodic memory, 

and both types of memory are capable of encoding by the hippocampus and 

entorhinal cortex (Buzsaki and Moser, 2013).  

 

Spatial Processing in Individual Cells 

The hippocampus plays a crucial role in spatial memory processing 

(Scoville and Milner, 1957; Squire, Stark, and Clark, 2004; Jarrard, 1993; 

McClelland and Goddard, 1996), but the discovery of “place cells” provided the 
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first evidence of individual cells capable of encoding spatial information. Place 

cells are found in all hippocampal regions but are most prominent in CA1 and 

CA3 (Barnes et al., 1990). Place cells become active only when an organism 

enters a specific area within the environment and are otherwise silent, thus 

encoding a single egocentric point within a given space (O’Keefe and Dostrovsky, 

1971). Layer II of the medial entorhinal cortex (MEC – LII) contains “grid cells” 

that are active during spatial memory processing and fire in a hexagonal pattern 

across the entire applicable space, thus encoding a larger representation of the 

environment (Hafting et al., 2005). This recent discovery has led to an increase in 

focus on the MEC as a necessary component of the memory-processing loop. In 

fact, it has been shown that input from grid cells is necessary for place cell firing 

properties (Brun et al., 2002). 

Place and grid cells are not the only cells in the brain to encode spatial 

information, however. Border cells encode the edges of the spatial field (Solstad 

et al., 2008), head direction cells encode the animal’s head orientation (Taube, 

Muller, and Ranck, 1990), band cells encode planar periodic representations of 

space (similar to grid cells but firing in band-like patterns instead of hexagonal) 

(Krupic et al., 2012), and speed cells encode the animal’s speed independent of 

visual input (Kropff et al, 2015). Interestingly, the medial entorhinal cortex 

contains grid cells, border cells, head directions cells, and speed cells, and unlike 

place cells of the hippocampus that are only active in a single region within a 

given environment, each of these cell types is active in all types of spatial fields 

(Solstad et al., 2008), indicating that the brain uses these cells as a means of 
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universal spatial encoding no matter the type of environment encountered (Moser, 

Kropf, and Moser, 2008; Hafting et al., 2005). Rodents begin to develop spatial 

processing abilities very early in life. In fact, rodent pups have adult-like head-

direction cells when they first leave the nest at two weeks of age, and though 

place and grid cells are also active at this age, they do not fully mature until four 

weeks (Langston et al., 2010). Grid cell activity is not unique to rodents and has 

also been recorded from the MEC in bats (Yartsev et al., 2011), and importantly, 

primates performing a visual exploration task without locomotion (Killian et al., 

2012), as well as in humans (Doeller et al., 2010; Jacobs et al., 2013). 

 

Implication of MEC Dysfunction in Disease 

There is evidence associating the MEC with temporal lobe epilepsy as 

well as memory deficiencies tied to aging, Alzheimer’s disease, and chronically 

stressed populations. These disease states may implicate MEC – LII circuit 

dysfunction as the cause. Spatial memory declines with normal aging in both 

humans (Iachini et al., 2009) and animals (Sharma et al., 2010). Furthermore, the 

entorhinal cortex is one of the most heavily damaged and first affected areas in 

Alzheimer’s disease (Braak and Braak 1991; Van Hoesen et al. 1991). In fact, 

patients with Alzheimer’s disease show a marked decrease in number of MEC – 

LII cells, and it has been shown that the MEC, CA1 of the hippocampus, and 

subiculum are the areas most affected by the disease (Pavlopoulos et al., 2013). 

There is also strong evidence of spatial memory deficiencies in male mice that 

have been chronically stressed (Bowman et al., 1994; Conrad et al., 1996; Park 
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et al., 2001) or acutely stressed (Conrad et al., 2004; Diamond et al., 1996; 

Shors and Thompson, 1992). The mechanisms leading to these memory deficits 

are not fully understood, and a better understanding of the circuitry within MEC – 

LII could reveal a target for better treatment and/or prevention of these disease 

states.  

Like the hippocampus, the EC is highly plastic and displays long-term 

potentiation mechanisms that are able to trigger epileptic behavior (Alonso et al., 

1990). Furthermore, cells in the EC have intrinsic characteristics and synaptic 

properties that make them susceptible to generation of epileptiform discharges 

and sustained seizure activity that causes temporal lobe epilepsy in rodents, 

guinea pigs, and humans (Jones and Heinemann 1988; Jones and Lambert 1990; 

Pare et al. 1992; Rutecki et al. 1989; Stanton et al. 1987). Interestingly, the 

dentate gyrus (DG) of the HC does not show spontaneous seizure-like activity in 

acute brain slices with reduced magnesium concentrations, but spontaneous 

seizure-like activity in the EC can induce epileptiform activity in the DG (Stanton 

et al, 1987). Application of NE can block epileptiform activity via α-1 AR activation, 

while activation of β ARs prolongs epileptiform activity (Stanton et al., 1987). 

These findings highlight the potential importance of EC function in triggering 

seizures.  

 

Connectivity of Spatial Memory Processing Regions 

The trisynaptic pathway (TSP) is a feed-forward excitatory pathway 

connecting the entorhinal cortex to the hippocampus: layer II of the EC projects 
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to the dentate gyrus via the perforant path, the DG projects to CA3 via the mossy 

fibers, CA3 projects to CA1 via the schaffer collaterals, and finally CA1 projects 

back to the deeper layers of the EC through the subiculum (Witter et al., 2000; 

Nakashiba et al., 2008; Aimone et al, 2011; Fanselow and Dong, 2010). EC – LV 

sends projections out to cortical areas as well as back to the superficial layers of 

the EC (Kohler, 1985; Dolorfo and Amaral, 1998; van Haeften et al, 2000). 

Another loop between the EC and HC can bypass the DG and CA3 via the 

monosynaptic pathway (MSP) or temporoammonic pathway (TA): EC – LIII 

projects directly to CA1, bypassing the DG and CA3 regions (Steward, 1976; 

Nakashiba et al., 2008) (Fig. 1.1). Nearly all of the associative areas of the 

neocortex send inputs to the HC through the EC (Nakashiba et al., 2008).  

Different portions of these loops are thought to contribute to various types 

of memory. The DG contains principal cells called granule cells that are tightly 

packed together and receive unidirectional inputs directly from the EC via the 

perforant path (Amaral et al., 2007). Interestingly, adult neurogenesis occurring in 

the DG causes a range of granule cell ages and maturation levels that mediate 

differences in excitability and thresholds for induction of long-term potentiation 

(Ge et al., 2007). Excitability of granule cells decreases over time (Ge et al., 

2007), with newly born cells being hyper-excitable compared to mature granule 

cells (Li et al., 2009; Aimone et al., 2011). Cells in the DG with different levels of 

excitability as well as increased inhibition are thought to act as a gating 

mechanism for the information flowing from the MEC through the HC (Aimone et 

al., 2011). The connection of the EC to the DG and CA3 regions, because of the 
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gating of information by the DG granule cells, is thought to contribute to pattern 

separation (Ge et al., 2007; McHugh et al., 2007; Nakashiba et al., 2008; O’Reilly 

and McClelland, 1994), while recurrent collaterals within CA3 are thought to be 

responsible for pattern completion (Nakazawa et al., 2002; Nakazawa et al., 

2004; Nakashiba et al., 2008; Rolls and Kesner, 2006), and CA1 is thought to be 

involved in recognition of novel contexts and pattern associations (Kesner et al., 

2000; Nakashiba et al., 2008).  

Studies looking at the effects of damage or lesions to the hippocampus or 

fornix (output of HC) in macaques and humans have shown the necessity of 

these regions for completion of object-place memory tasks (Burgess et al., 2002; 

Crane and Milner, 2005; Gaffan, 1994; Parkinson et al., 1988; Smith and Milner, 

1981). Selective lesioning of the primate hippocampus impairs spatial scene 

learning (Murray et al., 1998). Selective hippocampal lesions in rats cause spatial 

memory deficits in terms of remembering specific places (Cassaday and Rawlins, 

1997; Jarrard, 1993; Martin et al., 2000; O’Keefe and Nadel, 1978), or when 

using spatial cues to complete a task (Eichenbaum et al., 1990; Kesner and Rolls, 

2001). Furthermore, saturation of long-term potentiation impairs spatial learning 

(Moser et al., 1998). And finally, selective inhibition of the MSP causes deficits in 

temporal association learning (Suh et al., 2011).   

Recent studies show that spatial memory processing is not confined to the 

hippocampus, and it requires functional interaction between the hippocampus 

and the entorhinal cortex (Nakashiba et al., 2008). In rodents the EC was initially 

divided into two regions based on morphological differences: lateral entorhinal 
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area (LEA) and medial entorhinal area (MEA) (Krieg, 1946a,b; Blackstad, 1956). 

The EC contains three distinctly separate bands of neurons with projections to 

different areas of the DG: the lateral band afferents connect to the dorsal half, the 

intermediate band projects to the third quarter, and the medial band sends 

afferents to the ventral quarter (Dolorfo and Amaral, 1998). These bands are 

functionally distinct, and lesioning the ventral or temporal area of the rat 

hippocampus causes no spatial impairments while lesioning the dorsal or septal 

area causes marked impairment of spatial learning in the Morris water maze 

(Moser et al., 1995). The lateral band of the MEA, which projects to the septal 

HC, contains cells that are active in many different place-specific fields and are 

capable of predicting a rat’s location within an environment (Fyhn et al., 2004). 

These cells were later determined to be grid cells with firing fields that are not 

disrupted by lesions of the HC (Hafting et al., 2005).  

The EC is composed of six layers: four cellular layers and two acellular (I 

and IV). As previously mentioned, layers II and III provide the major input to the 

HC, and receive the major output from other cortical areas (Witter et al., 2000a). 

Layers V and VI receive the major outputs from CA1 and the subiculum and relay 

this information to association cortices, the superficial layers of the MEC, and 

subcortical areas including the basal ganglia, amygdala, and thalamus (Witter et 

al., 2000a). Importantly, the different layers of the MEC contain different types of 

spatially-sensitive cells. Layer II contains grid cells (Hafting et al., 2005), head 

direction cells (Ranck, 1985; Taube, 1995), band cells (Krupic et al., 2012), and 

border cells (Solstad et al., 2008). Layer III and V contain border cells (Solstad et 
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al., 2008), grid cells, as well as conjunctive cells capable of encoding both 

position and head direction information (Sargolini et al., 2006). All layers contain 

speed cells (Kropff et al., 2015) as well as grid cells, though layer II contains the 

highest proportion of grid cells (Sargolini et al., 2006).  

Global ablation of the MEC impairs rodent performance on spatial maze 

tasks (Parron et al., 2004; Steffenach et al., 2005; Eichenbaum, 2007; Esclassan 

et al., 2009). Lesions of the dorsolateral EC cause spatial memory deficits, while 

lesions of the ventromedial EC fail to affect performance on a spatial memory 

task (Steffenach et al., 2005). Furthermore, lesions of the cholinergic inputs to 

MEC – LII disrupted the “gridness” of stellate cells (Koenig et al., 2011; Newman, 

Climer, and Hasselmo, 2014), and blocking theta oscillation input to the MEC by 

lesioning the medial septum also disrupted stellate cell gridness without affecting 

firing of place, band, border, or head direction cells (Koenig et al., 2011; Brandon 

et al., 2011). Furthermore, pharmacological inactivation of the HC disrupted gird 

cell firing patterns in the MEC without affecting border and head direction cells, 

and surprisingly, grid cell firing was altered to then provide head direction 

information (Bonnevie et al., 2013). Each of these studies reiterates the necessity 

of the MEC for functional spatial memory processing.  
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Figure 1.1 – Excitatory Connectivity between the Entorhinal Cortex and 
Hippocampus  
 

 

 

 

 

 

 

 

 

 

Fig. 1.1: Schematic of connectivity between the entorhinal cortex (EC) and the various 
hippocampal subregions. Dark gray arrows = trisynaptic pathway (TSP). Light grey arrows = 
monosynaptic/temporoammonic (TA) pathway. Sub, subiculum; PP, perforant path, MF, mossy 
fibers, SC, schaffer collaterals; RC, recurrent collaterals. Adapted from Nakashiba et al., 2008. 
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Lateral versus Medial Entorhinal Cortex 

The circuitry of the EC has been described in rodents. The LEA receives 

inputs from brain regions such as the amygdala, olfactory structures, piriform 

cortex, and insular regions, which are thought to provide non-spatial information 

about context and emotional significance (Kerr et al., 2007). The perirhinal cortex, 

which processes sensory information, is reciprocally connected with the LEA 

(Kerr et al., 2007).The lateral band of the MEA receives more input than the LEA 

from the visual, posterior parietal, and retrosplenial and cingulate cortices (Kerr 

et al., 2007). The lateral and intermediate bands of the MEA are targeted by the 

dorsal thalamus, which contains head-direction cells (Mizumori and Williams, 

1993; Taube, 1995). The presubiculum, parasubiculum, and postrhinal cortices 

(parahippocampal structures), as well as visuospatial information from cortical 

and subcortical areas most heavily target these same bands (Kerr et al., 2007). 

Thus, the MEA is strongly connected to areas that are involved in providing 

spatial information (Kerr et al., 2007). It is also important to note that the 

dorsocaudal area of the MEA contains grid cells, and receives considerable input 

from dorsal thalamic, posterior parietal, and visual association areas (Kerr et al., 

2007). Together, the lateral and intermediate bands of the EC are targeted by 

both non-spatial and spatial inputs, with the non-spatial information being carried 

to the LEA and the spatial information to the MEA before projecting to the HC 

(Kerr et al., 2007). Furthermore, recordings from cells within the dorsolateral 

band of the MEC that are connected to the dorsal hippocampus show strong 

spatial specificity while cells from the LEC do not (Hargreaves et al., 2005).  
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A division between lateral and medial processing of spatial memory also 

occurs in species other than rodents. There is evidence that the MEA in monkeys 

is primarily used for spatial processing while the LEA is used for object and 

context processing (Bellgowan et al., 2009). In humans, however, there is strong 

evidence for lateralization of spatial processing, where fMRI studies have shown 

that the perirhinal and entorhinal cortices, in the right hemisphere in particular, 

are necessary for spatial encoding (Bellgowan et al., 2009; Burgess et al., 2002; 

Crane and Milner, 2005).  

 

MEC – LII Principal Cell Types and Electrophysiological Properties 

MEC – LII sends its afferents to the DG of the HC as the first part of the 

trisynaptic pathway that is crucial for spatial memory processing. Initially, MEC – 

LII was thought to have two principal cell types based on their electrical 

membrane properties: the stellate cells (SCs) and pyramidal cells (PCs), each of 

which has distinctly different dendritic branching (Alonso and Klink, 1993). MEC – 

LII is primarily composed of stellate cells (Alonso and Klink, 1993) that are 

spatially tuned and show grid-like firing properties necessary to establish a big 

picture grid-like representation of the environment (Hafting et al., 2005). SCs 

have unique firing characteristics as well as a complex network of inhibitory 

inputs. Stellate cells show sub-threshold rhythmic theta (4-12Hz) oscillations, 

membrane properties that cause a sag response following depolarizing or 

hyperpolarizing sub-threshold current pulses, have lower spike thresholds than 

PCs, shorter spike duration than PCs, strong spike frequency adaptation, and 



21 
 

 
 

repetitive and minimally adapting bursting patterns when held near threshold 

(Alonso and Klink, 1993; Pastoll et al., 2012). Conversely, PCs do not show sub-

threshold oscillations, have minimal sag compared to SCs, have higher spike 

thresholds and longer spike durations, and show moderate spike frequency 

adaptation (Alonso and Klink, 1993; Pastoll et al., 2012). Furthermore, stellate 

cells recorded more dorsally display stronger stellate cell characteristics, while 

stellate cells positioned more ventrally show intermediate values between stellate 

and pyramidal characteristics (Pastoll et al., 2012; Hafting et al., 2005; Sargolini 

et al., 2006; Giocomo et al., 2007). Pyramidal cells are anatomically interlaced in 

grid-like fashion around stellate cells within MEC – LII (Varga, Lee, and Soltesz, 

2010). Because pyramidal cells are found in clustered patches throughout MEC – 

LII they have been termed “island cells”, whereas stellate cells are more evenly 

distributed and have been termed “ocean cells” (Kitamura et al., 2015; Ray et al., 

2014). 

More recently, principal cell types in MEC – LII have been subdivided into 

four classes: stellate cells, intermediate stellate cells, pyramidal cells, and 

intermediate pyramidal cells based on connectivity and electrophysiological 

properties (Fuchs et al., 2016). Even though MEC – LII may contain four types of 

excitatory cells based on distinct electrophysiological properties, these properties 

alone have not been able to fully account for the generation of grid-like firing 

behaviors. Grid cells of the MEC have long been thought to be the stellate cells 

in MEC – LII. Surprisingly, grid cells can be either stellate or pyramidal neurons 

(Domnisoru et al., 2013; Tang et al., 2014), and based on known connectivity 
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between grid cells and fast-spiking interneurons it has been suggested that grid 

cells can be stellate cells, intermediate stellate cells, and intermediate pyramidal 

cells, but not pyramidal cells (Fuchs et al., 2016). Furthermore, grid cells 

representing space are discretized, meaning grid cells across the dorsal-ventral 

axis fit into distinct modules that code for different grid orientations and scales 

with little overlap or interaction (Stensola et al., 2012).  

The majority of grid cells in MEC – LII were found to be calbindin+ 

pyramidal cells (Tang et al., 2014), but based on the recent division of principal 

cell types into four classes, these calbindin+ cells are more likely to be 

intermediate pyramidal cells than pyramidal cells (Fuchs et al., 2016). Border 

cells of MEC – LII were predominately calbindin- (stellate cells) (Tang et al., 

2014). Furthermore, it has been shown that only calbindin- cells in MEC – LII 

project to the DG of the HC, while calbindin+ cells can project to CA1 of the HC 

as well as the contralateral MEC (Varga et al, 2010). There is also evidence that 

pyramidal cells in MEC – LII do not project to the DG (Kitamura et al, 2014; Ray 

et al., 2014; Kitamura et al., 2015). This implies that the majority of information 

received by the DG from MEC – LII is information about environmental borders 

from ocean cells, which may contribute to path-integration processing in the DG. 

In fact, evidence has shown that island cells (calbindin+) are not activated in a 

context-specific manner, whereas ocean cells (reelin+) are activated by novel 

contexts and encode contextual information by activating granule cells in the DG 

(Kitamura et al., 2015).   
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Layer II Afferents and Efferents 

Interestingly, the pyramidal cells within MEC-LII receive more connections 

than stellate cells from the deeper layers of MEC (Beed et al., 2010; Burgalossi 

and Brecht, 2014), which are known to provide information about position, 

direction, and speed (Sargolini et al., 2006). Pyramidal cells also receive a larger 

number of the cholinergic inputs from the PaS (Ray et al., 2014). Stellate cells 

are the only cell type within MEC – LII that project to the ipsilateral DG, while 

pyramidal cells project only to the contralateral MEC (Varga et al., 2010; Ray et 

al., 2014; Kitamura et al., 2014). LII and LIII are the only MEC layers that project 

to the hippocampus (Schwartz and Coleman, 1981; Nakashiba et al., 2008), and 

the hippocampal CA1 region sends projections back to the deeper layers of MEC 

to complete the loop between the two structures (Nakashiba et al., 2008). This 

evidence suggests that the pyramidal cells receive the majority of information 

from the contralateral MEC and ipsilateral hippocampus through the deeper 

layers of the ipsilateral MEC.  Since stellate cells are the only cell type within 

MEC – LII to send spatial information to the hippocampus, it is likely that 

pyramidal cells are able to influence stellate cell signaling to the hippocampus.   

 

Network Models 

Since the discovery of grid cells, the mechanism to explain generation of 

hexagonal firing patterns in single cells in the MEC has been elusive. Many 

network models have been developed as a means of explaining these firing 

patterns, but the two most promising models are the attractor model which posits 
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that grid cell activity is generated in concert by the network, and the oscillatory 

interference model in which the grid activity is generated by single cells as a 

result of interference between network signaling and intrinsic oscillatory 

properties of the cell (Fuchs et al., 2016; Burak and Fiete, 2009). Particularly 

relevant to this dissertation is the attractor model. In this model, it has been 

demonstrated that strong inhibitory input from the local network is sufficient to 

generate hexagonal firing in a single cell if general feed-forward excitation is 

applied to the whole network and if the local inhibitory inputs surround that cell 

(Burak and Fiete, 2009). The implication that grid cell firing behavior can be 

generated solely by local inhibitory interneurons emphasizes the importance of 

the MEC – LII local inhibitory networks for spatial memory processing. Thus, it is 

important to understand how hormones and neurotransmitters involved in stress 

may modulate inhibitory signaling in MEC-LII in order to understand the effects of 

stress on spatial processing. 

 

Theta Oscillations in Spatial Processing Regions 

The oscillatory interference models previously mentioned require 

interference between network theta and single cell membrane rhythmicity 

(Burgess et al., 2007; Hasselmo et al., 2007). Theta rhythm oscillations are a 

common network occurrence in memory processing regions, and require a 

pacemaker to generate and sustain these rhythms (Mitchell et al., 1982). 

Hippocampal theta is generated by the medial septal area (MSA), which includes 

the medial septal nucleus and the nucleus of the diagonal band (Mitchell et al., 
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1982). The MSA sends projections via the fimbria and fornix to all cell fields of 

the hippocampus (Raisman, 1966; Meibach and Siegel, 1977; Swanson and 

Cowan, 1977). Lesions of the MSA’s projections through the fimbria and fornix in 

rodents are sufficient to block theta in the hippocampus (Rawlins et al., 1979) 

while lesions of the dorsal fornix eliminate theta in the entorhinal cortex and 

impair male rodents’ performance on the radial arm maze (Mitchell et al., 1982). 

Lesions of the medial septum cause a loss of theta in the HC and MEC 

(Mizumori et al., 1990; Mitchell et al., 1982; Jeffery and Donnett, 1995) and 

abolish grid cells’ periodic spatial firing pattern, termed ‘gridness’ (Koenig et al., 

2011; Brandon et al., 2011). Accordingly, loss of theta from the MSA causes 

spatial memory processing deficits in male rodents (Givens and Olton, 1994; 

Mizumori et al., 1990; Winson, 1978; Mitchell et al., 1982; Chrobak et al., 1989; 

Martin et al., 2007). Interestingly, inactivation of theta only in the MEC and loss of 

grid cell gridness does not affect place cell firing in male rodents exploring 

familiar contexts (Brandon et al., 2011).  

Movement velocity and direction modulate oscillatory behavior (Burgess et 

al., 2007; Hasselmo et al., 2007; O’Keefe and Burgess, 2005), and could be the 

basis for generation of spatially-tuned firing seen in single cells in the MEC 

(Koenig et al, 2011). Interestingly, stellate cells in MEC – LII express high levels 

of HCN1 and a correspondingly large h-current (Nolan et al., 2007), which 

enables them to generate sub-threshold theta oscillations (Alonso and Klink, 

1993; Dickson et al., 2000; Nolan et al., 2007). The ability of these cells to 

generate theta oscillations coupled with the theta oscillation inputs sent by the 
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MSA creates an interaction that could generate the firing patterns seen in grid 

cells, and forms the basis for the oscillatory interference models.  

 

Theta and Gamma Encoding of Space 

In the hippocampus, spatial coding by place cells occurs through theta 

phase precession, whereby pyramidal cell firing is locked to phases of theta 

(O’Keefe and Recce, 1993). MEC – LII grid cells also coordinate firing with theta 

phase, whereby the neuron fires at advancing portions of the theta phase as a rat 

runs through the neuron’s receptive field (Hafting et al., 2008; Mizuseki et al., 

2009). Furthermore, inactivation of the hippocampus does not interfere with 

phase precession in the MEC, and interestingly, nearly all principal cells in MEC 

– LII exhibit phase precession while very few of MEC – LIII principal cells show 

phase precession (Hafting et al., 2008). It is thereby proposed that in order to 

achieve path integration for encoding of space, theta network oscillations must 

provide a temporal coding system for pairing spatial information from the MEC, 

including speed, head direction, and other identifiers, with spatial information 

from the HC (Hasselmo et al., 2007; O’Keefe and Burgess, 2005).  

The use of phases of theta as a way to time-lock information is further 

supported by the discovery of the incorporation of gamma frequencies, in the 

range of 60-120Hz, nested within theta (Chrobak and Buzsaki, 1998; Colgin et al., 

2009). As previously mentioned, firing of individual cells time-locked to phases of 

rhythmic oscillations is considered a means of connecting the MEC and HC, and 

high-frequency gamma nested within theta may further demonstrate the near-
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simultaneous cooperation between the hippocampal and entorhinal networks 

encoding spatial information (Buzsaki and Draughn, 2004; Colgin et al., 2009). 

Theta in the MEC has been shown to alter the power of locally-generated gamma 

oscillations as a means of coordinating the encoding of information from each 

MEC layer (Chrobak and Buzsaki, 1998; Cunningham et al., 2003; Dickson et al., 

2003; Mormann et al., 2005; Steinvorth et al., 2010). Furthermore, collective 

firing of MEC neurons phase-locked to gamma-nested theta can more efficiently 

activate hippocampal neurons (Buzsaki and Wang, 2012; Fries, 2009).  

Gamma frequencies in the hippocampus are generated by perisomatic 

inhibition via fast-spiking interneurons (parvalbumin+ basket cells) (Hajos and 

Paulsen, 2009; Freund and Katona, 2007; Hasenstaub et al., 2005; Bragin et al., 

1995; Buzsaki and Wang, 2012). Considering the dense inhibitory network 

present in MEC – LII, it is not surprising that theta-nested gamma frequencies 

are generated by feedback inhibition (Pastoll et al., 2013) and are crucial for 

spatial memory processing (Colgin et al., 2009; Buzsaki and Wang, 2012). 

Importantly, grid cell function, and generation of grid fields, can be achieved 

through recurrent inhibition (Couey et al., 2013), and PV+ interneurons can 

provide grid cell-driven recurrent inhibition in MEC – LII (Buetfering et al., 2014). 

Because stellate cells in MEC – LII are known to communicate through feedback 

inhibition, this suggests a need for precise coordination between excitation of 

stellate cells and inhibition from local parvalbumin+ inhibitory interneurons in 

order to time-lock the processing of spatial information between the HC and EC 

(Pastoll et al., 2013). 
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Layer II Inhibitory Cells 

There is ample evidence that MEC – LII principal cells receive relatively 

strong inputs from inhibitory networks located locally within MEC – LII (Jones and 

Buhl, 1993; Pastoll et al., 2013), and that this inhibitory network is significantly 

larger and comparatively stronger than the inhibitory network of the LEC – LII 

region (Varga et al., 2010; Beed et al., 2013). MEC – LII contains multiple 

inhibitory networks composed primarily of three types of inhibitory interneurons: 

parvalbumin+ (PV+) fast-spiking interneurons (FSIs), cholecystokinin (CCK) and 

cannabinoid type 1 receptor (CB1R)-expressing basket cells (CCKBCs), and 

somatostatin-positive (SOM+) interneurons (Miettinen et al., 1996; Varga et al., 

2010; Lee et al., 2010). Recently it has been suggested that the CCKBCs in MEC 

– LII should be considered a sub-class of the 5HT3A receptor-containing 

interneuron (Fuchs et al., 2016; Lee et al., 2010; Morales and Bloom, 1997). The 

5HT3AR-containing interneurons include the four commonly used neuropeptide 

markers: SST, CCK, VIP, and NPY (Lee et al., 2010); however, the majority of 

the research on inhibitory interneurons in MEC – LII uses FSIs, CCKBCs, and 

SOM+ as the three classes.  

 

Layer II Networks and Connectivity 

There is little evidence thus far showing that MEC – LII excitatory 

networks are directly linked, and no evidence that pyramidal cell activation can 

influence stellate cell signaling.  Previous studies doing simultaneous recordings 
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have shown that stimulation of stellate cells in MEC – LII causes inhibition of 

neighboring stellate cells through fast-spiking interneurons, and that stellate cells 

are connected to each other exclusively through inhibitory interneurons (Couey et 

al., 2013; Pastoll et al., 2013); however, there is some evidence of excitatory 

connections between principal cells of MEC – LII (Fuchs et al., 2016; Beed et al., 

2010; Burgalossi and Brecht, 2014). Prior to the classification of MEC-LII 

excitatory cells into four groups (pyramidal, stellate, intermediate pyramidal, and 

intermediate stellate), there was evidence that stimulation of pyramidal cells 

resulted in neither excitatory nor inhibitory responses in any stellate cells (Couey 

et al., 2013), while stimulation of stellate cells rarely (less than 10 percent of the 

time) caused excitatory responses in pyramidal cells (Couey et al., 2013). More 

recently it has been shown that connections between pyramidal cells are 

extremely rare (~1%), while ~10% of intermediate pyramidal cells send inputs to 

pyramidal and stellate cells (Fuchs et al., 2016). Stellate cells, on the other hand, 

do not send projections to other stellate cells or to intermediate pyramidal cells, 

but less than 5-10% of stellate cells send inputs to intermediate stellate cells and 

vice versa (Fuchs et al., 2016). 

About fifty percent of the GABAergic cells in MEC – LII are PV+ cells 

(Wouterlood et al., 1995; Miettinen et al., 1996) that send inhibitory inputs to both 

excitatory and inhibitory cells within both MEC – LII and LIII (Wouterlood et al., 

1995; Varga et al., 2010; Canto et al., 2008; Soriano et al., 1993), including all 

principal cell types in MEC – LII (Buetfering et al., 2014). Notably, PV+ 

interneurons provide the majority of inhibition in MEC – LII, and spontaneous 
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inhibitory post-synaptic current (sIPSC) frequency, but not amplitude, measured 

in principal cells in the dorsal portions of MEC – LII is higher than sIPSC 

frequency in more ventral principal cells (Beed et al., 2013). Interestingly, stellate 

cells receive inhibitory input primarily from fast-spiking PV+ interneurons 

(Buetfering et al., 2014; Couey et al., 2013; Pastoll et al., 2013), while pyramidal 

cells receive inhibitory input primarily from CCKBCs (5HT3A+), but no inputs from 

PV+ interneurons (Fuchs et al., 2016; Varga et al., 2010). Intermediate stellate 

and intermediate pyramidal cells receive inputs from, and send excitatory inputs 

to, the PV+ interneurons (Fuchs et al., 2016). 

 

Effect of Stress on Hippocampal-Dependent Memory 

In both humans and animal models, stress and glucocorticoids target 

receptors in the HC (McEwen, 2007; Gibbs et al., 2010; O’Dell et al., 2015) and 

cause reversible deficits in spatial memory and episodic memory (Lupien and 

McEwen, 1997). In order to elucidate these effects, rodents have been stressed 

in a variety of ways: forced swimming, restraint, predator exposure, electrical 

shock, and social defeat stress. Both chronic (Bowman et al., 2002; Conrad et al., 

1996; Park et al., 2001; Luine et al, 1994; Venero et al., 2002; Sandi et al., 2003) 

and acute (Conrad et al., 2004; Diamond et al., 1996, 2006; Woodson et al., 

2003; Sandi et al., 2005, Sandi and Pinelo-Nava, 2007) stress can impair a male 

rodent’s performance on spatial memory tasks. Furthermore, chronic 

glucocorticoid elevation (Sandi, 2004; Cerqueira et al., 2005) or deactivation of 

GR (Oitzl et al., 1997) is sufficient to impair performance on spatial memory tasks 
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in male rodents. The negative impact of stress on spatial memory processing in 

male rodents is clear, but the underlying mechanisms affecting the known 

memory pathways remain unclear. 

 

Effect of Stress on Hippocampal Pyramidal Cell Signaling 

The hippocampus is known to be crucial to spatial memory processing, 

but also can modulate neuroendocrine responses (Ulrich-Lai and Herman, 2009). 

In addition, the hippocampus receives projections from the locus coeruleus (LC) 

(Gibbs et al., 2010) and contains a high level of GR and MR receptors (McEwen, 

2007). Thus, the HC has been the main target of study for stress and spatial 

memory research. In the hippocampus, corticosterone can alter spatial memory 

processing by modulating network signaling in a number of ways, and the 

magnitude of the effects follow a dose-dependent inverted-U pattern as 

glucocorticoid levels increase (Diamond et al., 1992). Specifically, corticosterone 

application at intermediate levels promotes synaptic strengthening and long-term 

potentiation (LTP) (Wiegart et al., 2006; Pavlides et al., 1996; Kerr et al., 1994), 

increases the frequency of mini excitatory post-synaptic currents (mEPSCs) 

(Karst et al., 2005), and increases glutamate release probability (Olijslagers et al., 

2008). Glucocorticoids in high concentrations, following the inverted-U pattern of 

glucocorticoid dosage effects on behavior, can also have suppressive effects. 

Long-term depression (LTD) is a reduction of excitatory transmission, and high 

levels of glucocorticoids in the HC facilitate LTD achieved by low frequency 

stimulation (Pavlides et al., 1995; Kerr et al., 1994). Furthermore, acute and 
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chronic stress can both facilitate LTD in the hippocampus (Yang et al., 2005; 

Holderbach et al., 2007), and LTD induced by acute stress has been correlated 

with spatial memory deficits in male rodents (Wong et al., 2007).   

Because of the wealth of evidence that adrenal steroids can alter signaling 

in hippocampal networks, it’s not surprising that glucocorticoids can also alter 

dendritic architecture. Chronic restraint stress has been shown to cause atrophy 

in the apical dendrites of CA3 pyramidal neurons in which length of the dendrites 

is shortened while branching patterns decrease in complexity (Watanabe et al., 

1992; Conrad et al., 1999; Vyas et al., 2004; McEwen, 2016). Dendritic atrophy 

has also been shown to occur in CA1 and granule cells of the DG following 

chronic stress, and these animals show impaired spatial memory processing 

(Sousa et al., 2000). Furthermore, prolonged elevation of glucocorticoid levels is 

sufficient to cause dendritic atrophy in CA1 and CA3 of the HC (Woolley et al., 

1990; Magarinos et al., 1998).  Interestingly, acute restraint stress and shortened 

intervals of chronic restraint stress do not cause hippocampal dendritic atrophy 

(Magarinos and McEwen, 1995; Pham et al., 2003). However, a decrease in 

density of dendritic spines in apical branches of both CA1 and CA3 neurons has 

been shown following both chronic and acute stressors (Sunanda et al., 1995; 

Pawlak et al., 2005; Castaneda et al., 2015; Huang et al., 2015), indicating that 

male rodents experiencing any form of stress undergo hippocampal dendritic 

remodeling that could potentially lead to signaling changes within spatial 

processing circuits. Also, in human disease states resulting from prolonged, 

chronic, or severe stress, the structure and volume of the hippocampus is known 
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to change whereby patients show a loss of grey matter potentially due to 

structural changes in neurons and glial cells (Rajkowska and Miguel-Hidalgo, 

2007; Kassem et al., 2013; Malykhin and Coupland, 2015). These structural 

changes could also be an underlying mechanism for stress-induced deficits in 

spatial memory processing.  

 

Adrenergic Receptor Activation in the Hippocampus 

The locus coeruleus sends projections to the ventral and dorsal HC (Gibbs 

et al., 2010) where the pyramidal cells of the HC and granule cells of the DG 

express α1, α2, β1, and β2-ARs (Nicholas et al., 1993; Hillman et al., 2005; Guo 

and Li, 2007). Inhibitory interneurons also express both α1 and β-ARs, but β1 

and β2 levels vary widely depending on interneuron type (Papay et al., 2006; Cox 

et al., 2008). AR activation in the hippocampus has been shown to both enhance 

and impair performance on memory tasks, and is receptor sub-type dependent 

(O’Dell et al., 2015). Injection of NE into the HC, or stimulation of the locus 

coeruleus (LC) inputs into the HC, promotes spatial and associative memory 

retrieval that requires activation of β-ARs (Devauges and Sara, 1991; 

Przybyslawski et al., 1999; Sara et al., 1999). β-AR activation has been shown to 

facilitate induction of LTP in all regions of the HC (O’Dell et al., 2010) and can 

even induce LTP from weaker stimulus patterns that would not normally be 

sufficient to induce LTP (Gelinas and Nguyen, 2005; Gelinas et al., 2007; Ma et 

al., 2011). β-AR antagonists in the HC do not block LTP induction (Swanson-

Park et al., 1999), but do impair spatial memory in male rodents (Ji et al., 2003).  
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There is evidence that somatostatin-expressing interneurons in CA1 of the 

HC express functional α1-ARs (Hillman et al., 2005; Hillman et al., 2007). 

Activation of α1-ARs in CA1 of the HC causes depolarization of inhibitory 

interneurons and a subsequent increase in frequency and amplitude of 

spontaneous IPSCs in CA1 pyramidal cells (Bergles et al., 1996). Interestingly, 

this depolarization is not dependent on the excitatory inputs onto the 

interneurons, as blocking these inputs does not block the depolarization or 

subsequent increase in spontaneous IPSC frequency in CA1 pyramidal neurons 

(Doze et al., 1991). Importantly, low concentrations of NE increase excitability of 

CA1 pyramidal cells, while high concentrations (>50um) depolarize inhibitory 

interneurons, which is mimicked by α1 agonism (Mueller et al., 1981; Mynlieff 

and Dunwiddie, 1988).  

Agonists of α1-AR in general are known to facilitate locomotion and 

arousal (Sirvio and MacDonald, 1999). Infusion of α1-AR antagonists into CA1 of 

the HC impairs male rodent performance on a spatial memory task (MWM) 

(Torkaman-Boutorabi et al., 2014). In contrast, infusions of α2-AR antagonists 

into CA1 of the HC facilitated spatial learning in male rats (Torkaman-Boutorabi 

et al., 2014). Interestingly, peripheral injection of the α1-AR antagonist, prazosin, 

was not sufficient to impair male rats’ ability to complete an object-position 

recognition task (Levcik et al., 2013). In CA3, α1-AR agonism reduces glutamate 

release at the pre-synaptic terminal and decrease excitability in pyramidal cells 

(Scanziani et al., 1993), which can modulate the synchronous firing in CA3 

caused by its recurrent collaterals, which are known to be important for spatial 
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memory processing (Sirvio and MacDonald, 1999). These studies highlight a 

striking ability of NE to modulate spatial memory processing networks through a 

variety of mechanisms that depend on region and local AR expression.  

 

Adrenergic Receptor Activation in the Rodent Medial Entorhinal Cortex 

In general, α-AR activation is inhibitory, causing a decrease in 

glutamatergic transmission in the HC (Scanziani et al., 1993) or hyperpolarization 

in the LC (Aghajanian and VanderMaelen, 1982). Like the HC, the entorhinal 

cortex also expresses α1 (Stanton et al., 1987), α2 (Boyajian et al., 1987; 

Unnerstall et al., 1984, 1985; Mitrovic et al., 1992), and β-ARs (Booze et al., 

1993). In two to three week old male rodents, NE application increases sIPSC 

frequency and amplitude as well as mIPSC frequency, but not mIPSC amplitude, 

and this increase is not dependent on calcium, PLC, PKC, or tyrosine kinases, 

and can be completely blocked by the α1-AR antagonist corynanthine (Lei et al., 

2007). The effect on mIPSC frequency suggests that NE increases presynaptic 

GABA release without affecting GABAA receptors, and that this increase in GABA 

release is unlikely to be dependent on cation channels (Lei et al., 2007). 

Furthermore, NE application does not affect excitability in MEC-LIII inhibitory 

interneurons (Lei et al., 2007), but MEC-LII inhibitory interneurons were not 

tested. Also, NE application decreases action potential firing in more than 50% of 

cells, thereby significantly decreasing excitability of principal cells (Lei et al., 

2007). It is important to note that this group recorded from principal cells within 

both layer II and III indiscriminately, and it is known that the principal cells within 
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layer II differ from layer III in terms of cell type, projection destination, and firing 

properties (Steward and Scoville, 1976; Witter et al., 2000a,b; Sargolini et al., 

2006; Xiao et al., 2009). It is also important to note that these findings were in 

animals less than four weeks old, and it is known that grid cells in MEC – LII in 

rodents are not fully mature until four weeks of age (Langston et al., 2010). 

Furthermore, in rodents less than three weeks of age there is evidence that 

stellate cell stimulation is able to cause excitatory responses in neighboring 

stellate cells in MEC – LII. Importantly, this stellate cell connectivity decays with 

age and only occurs prior to stellate cells reaching full maturity, at which point no 

evidence of excitatory connections between stellate cells has been found (Couey 

et al., 2013).  

Similar to α1-ARs, α2 AR activation via norepinephrine application in the 

EC decreases glutamatergic transmission and hyperpolarizes approximately 50% 

of MEC – LII principal cells (Pralong and Magistretti, 1994) by increasing 

potassium conductance (Pralong and Magistretti, 1995). Interestingly, α2-induced 

hyperpolarization occurs in a higher proportion of MEC – LIII cells than MEC – LII, 

and this α2 activation does not alter cell excitability in MEC – LV and MEC – LVI 

(Xiao et al., 2009), further highlighting the importance of recording from one 

discreet layer. 

Unlike α-ARs, β-AR activation is generally excitatory and can block spike 

frequency adaptation in hippocampal CA1 pyramidal cells and dramatically 

increase number of spikes per stimulus (Madison and Nicoll, 1982). In the EC, β-

AR activation facilitates evoked glutamatergic transmission (Lacaille and Harley, 
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1985). Taken together, the effects of NE on ARs in the MEC may prove just as 

important as the effects of NE on the hippocampus, and further, may 

demonstrate a crucial role of the connection between sympathetic nervous 

system activation and spatial memory processing deficits.   

 

Effect of Stress on Medial Entorhinal Cortex Circuitry 

Within the MEC, layer II houses a complex network of principal cells and 

inhibitory interneurons, including several cell types that possess unique intrinsic 

characteristics capable of encoding spatial information. Preliminary evidence has 

shown that chronic stress causes a decrease in total dendritic arbor (Fig. 1.2 A) 

and number of dendritic segments (Fig. 1.2 B) of MEC – LII principal cells 

(Homiack and Mahnke, unpublished). The fact that stress can alter dendritic 

architecture indicates a potential mechanism for stress-induced signaling 

changes in MEC-LII circuits. 
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Figure 1.2 – Chronic stress altered dendritic architecture in MEC – LII 
principal cells.  

 

A)         B) 

                       

 

 

 

 

 

 

 

Fig. 1.2: Preliminary results from a sholl analysis of MEC – LII principal cell dendrites in golgi-
stained brain slices from rats exposed to two weeks of a chronic variable stress (CVS) paradigm. 
A) Rats exposed to the CVS paradigm showed a significant decrease in total number of dendritic 
segments (30.09 ± 2.08, n=33) in MEC – LII principal cells when compared to the control group 
(37.44 ± 2.14, n=36, p=0.02). B) Rats exposed to the CVS paradigm showed a significant 
decrease in total arbor length (982.16 ± 65.53 μM, n= 33) in MEC – LII principal cells when 
compared to the control group (1267.22 ± 79.41 μM, n=36, p<0.01) (Figure adapted from results 
obtained by Homiack and Mahnke).  
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CHAPTER 2 

 

RAPID EFFECTS OF GLUCOCORTICOIDS 
ON SYNAPTIC SIGNALING IN MEDIAL 

ENTORHINAL CORTEX LAYER II 
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CHAPTER 2: RAPID EFFECTS OF GLUCOCORTICOIDS ON SYNAPTIC 
SIGNALING IN MEDIAL ENTORHINAL CORTEX LAYER II PRINCIPAL CELLS 

 

Introduction 

Perceived challenges and uncontrollable events, better known as 

stressors, activate the HPA axis and cause release of glucocorticoids into the 

organism’s bloodstream. This process is thought to be the adaptive physiological 

response to allow an organism to respond to the stressful stimuli (Miller and 

O’Callaghan, 2002; Tsigos and Chrousos, 2002). Glucocorticoids are important 

for metabolic responses, and after a stressor, glucocorticoids are released from 

the adrenal cortex and take ten or more minutes to reach peak circulating levels. 

Once peak circulating levels are reached in response to stress, it may take hours 

for glucocorticoid levels to return to baseline (Droste et al, 2008; Ulrich-Lai and 

Herman, 2009).  

Glucocorticoids readily cross the blood-brain barrier and can act on both 

glucocorticoid receptors (GR) and mineralocorticoid receptors (MR), causing a 

range of effects. Glucocorticoids target receptors in the HC (McEwen, 2007; 

Gibbs et al., 2010; O’Dell et al., 2015) to alter local dendritic architecture and 

modulate hippocampal pyramidal cell signaling. Prolonged elevation of 

glucocorticoid levels is sufficient to cause dendritic atrophy in the HC (Woolley et 

al., 1990; Magarinos et al., 1998), which can lead to signaling changes within 

spatial processing circuits. The magnitude of glucocorticoids’ effects on 



41 
 

 
 

pyramidal cell signaling follows a dose-dependent inverted-U pattern as 

glucocorticoid levels increase (Diamond et al., 1992). At intermediate levels, 

corticosterone has been shown to promote synaptic strengthening and long-term 

potentiation (LTP) (Wiegart et al., 2006; Pavlides et al., 1996; Kerr et al., 1994), 

increase the frequency of mini excitatory post-synaptic currents (mEPSCs) (Karst 

et al., 2005), and increase glutamate release probability (Olijslagers et al., 2008). 

At high concentrations, glucocorticoids facilitate LTD achieved by low frequency 

stimulation in the HC (Pavlides et al., 1995; Kerr et al., 1994). 

Evidence that glucocorticoids can alter both dendritic architecture and 

signaling in the HC provides a possible mechanism for how chronic 

glucocorticoid elevation (Sandi, 2004; Cerqueira et al., 2005), or blockade of GR 

(Oitzl et al., 1997) can impair male rodents’ performance on spatial memory 

tasks. Importantly, though the effects of glucocorticoids on both the hippocampus 

and spatial memory have been well studied, spatial memory processing requires 

functional interaction between the hippocampus and the entorhinal cortex 

(Nakashiba et al., 2008). Given the overwhelming evidence of the importance of 

the MEC networks for spatial memory processing, it is likely that glucocorticoids 

can act on these networks to contribute to spatial memory processing disruptions.  

MEC-LII contains four principal cell classes: stellate, pyramidal, 

intermediate stellate, and intermediate pyramidal (Fuchs et al., 2016). Both types 

of stellate cell send projections to the DG of the hippocampus, while neither of 

the two pyramidal cell classes have direct connectivity to the DG, and instead 

project directly to CA1 and the contralateral MEC (Varga et al., 2010). MEC-LII 



42 
 

 
 

also contains multiple inhibitory cell classes including PV+ FSIs, CCKBCs, and 

SOM+ interneurons (Miettinen et al., 1996; Varga et al., 2010; Lee et al., 2010). 

The connectivity between the principal cells and inhibitory interneurons form a 

dense and complex network, but the role of these networks in generating and 

sustaining spatial characteristics in individual cells, along with their contributions 

to spatial memory processing, are not yet fully understood. 

Given that both stellate and pyramidal cell classes are connected directly 

to hippocampal subregions (Varga et al., 2010) and possess intrinsic properties 

demonstrating the ability encode spatial information (Alonso and Klink, 1993; 

Hafting et al., 2005; Domnisoru et al., 2013; Tang et al., 2014), any disruption of 

spatial memory processing could affect both stellate and pyramidal cell signaling. 

Because stellate cells are connected to each other exclusively through inhibitory 

interneurons and do not form excitatory connections with other LII principal cells 

(Couey et al., 2013; Pastoll et al., 2013), along with the fact that MEC-LII has an 

extensive and relatively strong inhibitory network interwoven with four principal 

cell types, alterations to signaling between principal cells and local inhibitory 

interneurons is the most likely mechanism for spatial processing disruption 

underlying the link between stress and spatial memory deficits. In the present 

study, we test the effect of glucocorticoids on signaling inputs, both excitatory 

and inhibitory, in MEC – LII principal cells. Our results demonstrate that 

glucocorticoids do not affect excitatory transmission, but significantly reduce the 

frequency of spontaneous inhibitory post-synaptic currents (sIPSCs), and that the 
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decreased frequency of inhibitory inputs onto MEC – LII principal cells is spike-

dependent.  

 

Brain Slice Preparation 

The Tulane University Institutional Animal Care and Use Committee 

(IACUC) approved all procedures. C57Bl/6 male mice were obtained from 

Charles River and anesthetized with isoflurane (VetOne) inhalation and 

decapitated using a rodent guillotine. The mouse brains were immersed in 0-1°C 

NMDG-containing artificial cerebrospinal fluid (ACSF) composed of (in mM): 110 

NMDG, 110 HCl, 3KCl, 10 MgCl2, 1.1 NaH2P04, 0.5 CaCl2, 25 glucose, 3 pyruvic 

acid, 10 ascorbic acid, and 25 NaHCO3, with an osmolarity of 305-315 mOsm/L 

and a pH of 7.2-7.3. Sagittal slice preparations of 300 μm thickness were 

prepared and transferred to a storage chamber where they were maintained at 

room temperature in carboxygen-bubbled physiological artificial cerebrospinal 

fluid (ACSF) containing (in mM): 124 NaCl, 2.5 KCl, 25 NaHCO3, 1.2 NaH2PO4, 

20 Glucose, 1 MgCl2, 2 CaCl2, with an osmolarity of 290-300 mOsm/L and a pH 

of 7.2-7.3.  

 

Electrophysiological Recordings 

MEC slices were transferred to submersion recording chamber 

continuously perfused with 34-37°C ACSF. Whole-cell patch clamp recordings of 

principal cells were achieved in dorsal MEC – LII (Fig. 2.1 A) using a MultiClamp 
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700B amplifier (Molecular Devices) at a holding potential of -65 mV. Patch 

pipettes were formed on a horizontal puller (P97; Sutter Instruments) with a tip 

resistance of 2-6 MΩ.  

  For excitatory post-synaptic current (EPSC) recordings, patch electrodes 

were filled with an intracellular solution containing (in mM): 120 KGlu, 20 KCl, 0.2 

EGTA, 10 HEPES, 4 NaCl, 4 ATP-Mg, 14 Phosphocreatine, 0.3 TrisGTP, with an 

osmolarity of 300-310 mOsm/L and a pH adjusted to 7.2-7.3 with KOH. 

Tetrodotoxin (TTX, 1µM) was added to the bath when recording miniature 

EPSCs. For inhibitory post-synaptic current (IPSC) recordings, patch electrodes 

were filled with a high chloride intracellular solution containing (in mM): 120 CsCl, 

30 HEPES, 2 MgCl2, 1 CaCl2, 11 EGTA, 4 ATP-Mg, with an osmolarity of 300-

310 mOsm/L and a pH adjusted to 7.2-7.3 with CsOH. Excitatory glutamate 

receptor-mediated transmission was blocked by adding APV (50µM) and DNQX 

(20µM) to the bath. Tetrodotoxin (TTX, 1µM) was added to the bath when 

recording miniature IPSCs.   

Following seal rupture, the cell was allowed to stabilize for five minutes 

prior to recording. Only cells with an access resistance of less than 20 MΩ and 

less than 20% change in access resistance over the course of the recording were 

used.  All experimental recording conditions were performed with either 

dexamethasone (1 µM) or corticosterone (1 µM) perfused into the bath. EPSCs 

and IPSCs were recorded in voltage clamp at a holding potential of -65 mV for a 

minimum of two minutes in control condition prior to infusion of ACSF containing 

dexamethasone (Dex) or corticosterone (Cort). Voltage clamp recordings were 
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obtained periodically over time following perfusion of the drug. Experimental 

conditions were achieved for a minimum of 10 minutes to ensure maximal drug 

effect (Fig. 2.1 B).  

Recordings of synaptic activity were analyzed using MiniAnalysis. 

Comparisons of one-minute averages representative of the control and maximum 

drug effect for synaptic activity frequency, inter-event interval, amplitude, and 

decay time between control and drug-treated cells were calculated using a 

repeated measures paired t-test. All statistical tests were performed in GraphPad 

Prism using paired t-tests between control and drug conditions. P-values <0.05 

were considered significant. 
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Figure 2.1 – Whole-cell patch clamp recording protocol in MEC – LII.  

A) 

 

 

 

 

 

 

 

 

B) 

 

 

 

 

 

 

 

 

Fig. 2.1: A) Schematic of recording location for a parasagittal slice in layer II of the dorsal MEC. 
POR: post-rhinal cortex; PaS: parasubiculum; MEC: medial entorhinal cortex; LEC: lateral 
entorhinal cortex. Note the targeting of the principal cells at the most dorsal region of LII on the 
superficial edge bordering LI. (Adapted from Witter et al., 2000b). B) Timeline for whole-cell 

recordings of MEC-LII principal cells. 
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Results:  

Dexamethasone had no consistent effect on spontaneous excitatory 
synaptic activity in MEC – LII principal cells 

 Spontaneous EPSCs (sEPSCs) were recorded at a holding potential of -

65 mV (Fig 2.2 A). After ten minutes of Dex (1 μM) perfusion, sEPSCs were 

recorded again (Fig. 2.2 B). Dex failed to significantly alter sEPSC frequency 

(p=0.18), amplitude (p=0.53), or decay time (p=0.15) (Fig. 2.2 C-F), indicating 

that Dex does not significantly alter spontaneous excitatory signaling onto 

principal cells in MEC – LII (Table 1-3).  

In order to ensure that Dex did not cause a terminal-specific effect on 

excitatory connections that was masked by spike-driven signaling, miniature 

EPSCs (mEPSCs) were recorded from MEC – LII principal cells (Fig. 2.3 A) in 

the presence of tetrodotoxin (TTX), a voltage-gated sodium channel blocker to 

block action potentials. After ten minutes of Dex (1 μM) perfusion, mEPSCs were 

recorded again (Fig. 2.3 B). Dexamethasone failed to significantly alter mEPSC 

frequency (p=0.46), amplitude (p=0.35), or decay time (p=0.27) (Fig. 2.3 C-F), 

indicating that Dex does not significantly alter terminal-specific glutamate release 

in MEC – LII principal cells (Table 1-3).  
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Figure 2.2 – Dexamethasone application had no effect on spontaneous 
excitatory signaling in MEC – LII principal cells. 

 

A)          Control, VC -65mV    B)     Dexamethasone, VC -65mV 

    

    

 

 

 

C)        D)     

 

 

 

 

 

 

 

E)        F) 

 

 

 

 

 

 

 

Fig. 2.2: A,B Top) 20 seconds of sEPSC voltage-clamp recordings representative of control (A) 
and Dex (B) conditions. A,B Bottom) 1 second interval from the voltage-clamp recording shown 
above. C) Dex had no effect on average sEPSC frequency. D) Dex had no effect on average 
sEPSC amplitude. E) Dex had no effect on average sEPSC decay time. F) Frequency, amplitude, 
and decay time in the Dex-treated condition plotted against the normalized average for each of 
the corresponding control groups. Dex had no effect on sEPSC frequency, decay time, or 
amplitude when normalized and compared to the corresponding control group average (n=6).  
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Figure 2.3 – Dexamethasone had no effect on mEPSCs in MEC – LII 
principal cells. 

 

A)      Control, VC -65 mV  B)     Dexamethasone, VC -65 mV            

 

               

 

 

C)      D)       
    

 

 

 

 

 

 

E)      F)       

 

 

 

 

 

 

 

Fig. 2.3: A,B Top) 20 seconds of mEPSC voltage-clamp recordings representative of control (A) 
and Dex (B) conditions. A,B Bottom) 1 second interval from the voltage-clamp recording shown 
above. C) Dex had no effect on average mEPSC frequency. D) Dex had no effect on average 
mEPSC amplitude. E) Dex had no effect on average mEPSC decay time. F) Frequency, 
amplitude, and decay time in the Dex-treated condition plotted against the normalized average for 
each of the corresponding control groups. Dex had no effect on mEPSC frequency, decay time, 
or amplitude when normalized and compared to the corresponding control group average (n=5). 
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Dexamethasone significantly decreased spontaneous IPSC frequency, but 
not amplitude, in MEC – LII principal cells 

 

Spontaneous IPSCs (sIPSCs) were recorded at a holding potential of -65 

mV (Fig 2.4 A). After ten minutes of Dex (1 μM) perfusion, sIPSCs were recorded 

again (Fig. 2.4 B). Dex significantly decreased sIPSC frequency (p=0.04), but did 

not significantly alter sIPSC amplitude (p=0.31), or decay time (p=0.49) (Fig. 2.4 

C-F), indicating that Dex significantly decreased the frequency of spontaneous 

inhibitory signaling onto MEC – LII principal cells without significantly affecting 

amplitude or decay time of inhibitory synaptic events (Table 1-3).  

In 4 of 15 (~27%) cells analyzed, dexamethasone application caused an 

initial increase in sIPSC frequency (during the first five minutes of perfusion) into 

the submersion chamber (Fig. 2.4 G). It appeared that initial exposure to 

dexamethasone caused bursting-like behavior in these cells; however, there 

were no significant differences in burst density (events per burst) or total number 

of bursts between control and dexamethasone conditions (t=0.5702, df=14, 

p=0.5776) (Fig. 2.5 B).  

Because the first several minutes of drug perfusion into the submersion 

chamber would expose the cells to lower concentrations of dexamethasone than 

later time points when the concentration reaches 1μM, we tested the effects of 

low concentrations (10 and 100nM) on sIPSC frequency, amplitude, and decay 

time. When recording modulation of synaptic signaling in brain slices of the 

amygdala and hippocampus, Dex and Cort half-maximal effective concentrations 

(EC50) have been reported as 50-350nM with 100nM and 1μM used as a 
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common dose (Di et al., 2016; Wiegart et al., 2006). We tested the effects of Dex 

on sIPSC frequency, amplitude, and decay time at concentrations of 10 nM, 100 

nM, and 1μM. Dex failed to significantly alter sIPSC frequency at both 10 nM 

(p=0.44) and 100 nM (p=0.79), but does significantly decrease sIPSC frequency 

at 1 μM (p=0.01) (Fig. 2.6 A). Dex had no effect on sIPSC amplitude at 10 nM 

(p=0.69), 100 nM (p=0.22), or 1 μM (p=0.57) (Fig. 2.6 B). Dex also had no effect 

on sIPSC decay time at 10 nM (p=0.43), 100 nM (p=0.11), or 1 μM (p=0.07) (Fig. 

2.6 C). Because Dex at 1 μM was the only concentration to produce a significant 

change in frequency of spontaneous inhibitory signaling, all experiments were 

performed at this concentration (Table 1-3). 

To determine the effect of Dex on miniature IPSCs (mIPSCs), recordings 

were performed on MEC – LII principal cells (Fig. 2.7 A) in the presence of 

tetrodotoxin (TTX), a voltage-gated sodium channel blocker. After ten minutes of 

Dex (1 μM) perfusion, mIPSCs were recorded again (Fig. 2.7 B). Dex failed to 

significantly alter mIPSC frequency (p=0.59), amplitude (p=0.65), or decay time 

(p=0.20) (Fig. 2.7 C-F), indicating that Dex does not significantly alter terminal-

specific GABA signaling in MEC – LII principal cells (Table 1-3).  
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Figure 2.4 – Dexamethasone significantly decreased frequency, but not 
amplitude, of spontaneous inhibitory signaling in MEC – LII principal cells. 

 
A)     Control, VC -65 mV    B)   Dexamethasone, VC -65 mV 

    
    

 
 
 
 
C)        D)      
 

 

 

 

 

E)        F)  
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Fig. 2.4: A,B Top) 20 seconds of sIPSC voltage-clamp recordings representative of control (A) 
and Dex (B) conditions. A,B Bottom) 1 second of the voltage-clamp recordings shown above. C) 
Dex significantly decreased sIPSC frequency. D) Dex had no effect on sIPSC amplitude. E) Dex 
had no effect on average sIPSC decay time. F) Dex significantly decreased sIPSC frequency, but 
not decay time or amplitude, when normalized and compared to the corresponding control group 
average. G) Time course of the Dex effect in one-minute intervals. Dex enters at 0 min and 

quickly decreases frequency, but not amplitude or decay time (n=9). 
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Figure 2.5 – Dexamethasone did not affect sIPSC burst behavior. 

A) 

 

 

B) 

 

 

 

 

 

 

Fig. 2.5: A) Example voltage-clamp traces showing non-bursting sIPSCs (left) and a compound 
burst (right). B) X-axis: Bursting behavior was analyzed using MiniAnalysis. IPSC bursting was 
analyzed by counting the total number of bursts and separating them into groups based on 
number of events within a given burst. Bursting behavior calculation requires an inter-event 
interval of <10ms to be considered a burst. Y-axis: Number of bursts in Dex1 μM normalized to 
control number of bursts. A value of 100% indicates that number of control bursts is the same as 
in drug condition. 15 cells were analyzed for bursting behavior before and after Dex application. 
No significant differences in bursting behavior were found between control and Dex-treated cells.  
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Figure 2.6 - Dose-dependent effects of dexamethasone on spontaneous 
IPSCs. 

 

A)        B)     
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Fig. 2.6: A) Effect of Dex at varying concentrations on sIPSC frequency. Dex significantly 
decreased sIPSC frequency at 1μM, but not 10 or 100nM. B) Effect of Dex at varying 
concentrations on sIPSC amplitude. Dex had no effect on sIPSC amplitude at any of the three 
concentrations tested. C) Effect of Dex at varying concentration on sISPC decay time. Dex had 

no effect on sIPSC decay time at any of the three concentrations tested. 
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Figure 2.7 - Dexamethasone had no effect on terminal-specific inhibitory 
signaling in MEC – LII principal cells. 

 

A)      Control, VC -65 mV  B)        Dexamethasone, VC -65 mV 

    

       

    

 

C)      D)      
   

 

 

 

       

 

 

E)      F) 

 

 

 

 

 

 

Fig. 2.7: A,B Top) 20 seconds of mIPSC voltage-clamp recordings representative of control (A) 
and Dex (B) conditions. A,B Bottom) 1 second of the voltage-clamp recordings shown above. C) 
Dex had no effect on mIPSC frequency. D) Dex had no effect on mIPSC amplitude. E) Dex had 
no effect on average mIPSC decay time. F) Dex had no effect on mIPSC frequency, decay time, 

or amplitude when normalized and compared to the corresponding control group average (n=6).  
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Corticosterone significantly decreased spontaneous IPSC frequency, but 
not amplitude, in MEC – LII principal cells 

 

 Because dexamethasone is a synthetic glucocorticoid and GR-specific 

agonist, it is necessary to replicate the Dex-induced decrease in sIPSC 

frequency using the naturally circulating glucocorticoid in male mice: 

corticosterone. sIPSCs were recorded at a holding potential of -65 mV (Fig 2.8 A). 

After ten minutes of Cort (1 μM) perfusion, sIPSCs were recorded again (Fig. 2.8 

B). Cort significantly decreased sIPSC frequency to (p=0.01), but did not 

significantly alter sIPSC amplitude (p=0.09) or decay time (p=0.17) (Fig. 2.8 C-F), 

indicating that Cort significantly decreases the frequency of spontaneous 

inhibitory signaling onto MEC – LII principal cells without significantly affecting 

amplitude or decay time of inhibitory synaptic events. Cort application mimics the 

effect of dexamethasone application on inhibitory signaling in MEC – LII (Table 1-

3). 
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Figure 2.8 – Corticosterone significantly decreased frequency, but not 
amplitude, of spontaneous inhibitory signaling in MEC – LII principal cells. 

 
A)     Control, VC -65 mV  B)     Corticosterone, VC -65 mV 

         

    

 

 

C)      D)     

 

 

 

 

 

 

E)      F) 

 

 

 

 

 

 

Fig. 2.8: A,B Top) 20 seconds of sIPSC voltage-clamp recordings representative of control (A) 
and Cort (B) conditions. A,B Bottom) 1 second of the voltage-clamp recordings shown above. C) 
Cort significantly decreased sIPSC frequency. D) Cort had no effect on sIPSC amplitude. E) Cort 
had no effect on sISPC decay time. F) Cort had decreased sIPSC frequency, but not decay time 

or amplitude, when normalized and compared to the corresponding control group average (n=8).  

 

 

 

2 sec 

4
0

 p
A

 

0.2 sec 

4
0

 p
A

 

F
r e

q
u

e
n

c
y

A
m

p
l i

t u
d

e

D
e

c
a

y
 T

im
e

0

5 0

1 0 0

E f f e c t  o f  C o r t i c o s t e r o n e  o n  s I P S C s

%
 o

f
 c

o
n

t
r

o
l *

C o n t r o l   C o r t i c o s t e r o n e

0

2 0

4 0

6 0

s I P S C  F r e q u e n c y

H
z

* *

C o n t r o l   C o r t i c o s t e r o n e

0

2 0

4 0

6 0

8 0

1 0 0

s I P S C  A m p l i t u d e

p
A

C o n t r o l   C o r t i c o s t e r o n e

0

5

1 0

1 5

s I P S C  D e c a y  T i m e

m
s



58 
 

 
 

Table 1 – Effect of glucocorticoids on frequency of excitatory and inhibitory 
synaptic transmission 

Recording 

Type 

Control  

(Hz ± SEM) 

Dex -1 μM  

(Hz ± SEM) 
t 

df 

(n-1) 
p % of Control t df p 

sEPSCs 2.52 ± 1.13 1.51 ± 0.67 1.58 5 0.18 76.21 ± 34.45 0.69 5 0.52 

mEPSCs 2.83 ± 1.26 2.32 ± 1.04 0.81 4 0.46 75.45 ± 33.74 1.25 4 0.28 

sIPSCs 16.38 ± 2.26 14.4 ± 2.28 2.42 8 0.04* 87.01 ± 4.94 2.63 8 0.03* 

sIPSCs Dex 

– 10nM 
21.74 ± 4.92 19.21 ± 4.18 0.84 5 0.44 94.82 ± 9.79 0.53 5 0.62 

sIPSCs Dex 

– 100nM 
30.87 ± 4.74 31.60 ± 5.71 0.28 8 0.79 99.88 ± 7.39 0.02 8 0.99 

mIPSCs 11.49 ± 2.21 11.01 ± 2.67 0.58 5 0.59 91.51 ± 7.50 1.13 5 0.31 

sIPSCs Cort 

-1 μM 
26.55 ± 3.46 22.44 ± 3.90 3.5 7 0.01* 81.05 ± 5.6 3.39 7 0.01* 

 

Table 2 – Effect of glucocorticoids on amplitude of excitatory and inhibitory 
synaptic transmission 

Recording 

Type 

Control  

(pA ± SEM) 

Dex - 1 μM 

(pA ± SEM) 
t 

df 

(n-1) 
p % of Control t df p 

sEPSCs 9.73 ± 4.35 9.38 ± 4.19 0.67 5 0.53 97.59 ± 6.60 0.36 5 0.73 

mEPSCs 6.97 ± 3.12 6.55 ± 2.93 1.06 4 0.35 95.2 ± 42.57 1.13 4 0.32 

sIPSCs 51.37 ± 3.87 48.45 ± 4.04 1.08 8 0.31 95.11 ± 5.41 0.91 8 0.39 

sIPSCs 

Dex – 

10nM 

58.34 ± 9.44 60.66 ± 12.27 0.42 5 0.69 103.56 ± 7.85 0.45 5 0.67 

sIPSCs 

Dex – 

100nM 

70.83 ± 9.19 62.45 ± 8.28 1.33 8 0.22 90.38 ± 7.17 1.34 8 0.22 

mIPSCs 37.31 ± 3.93 36.28 ± 3.69 0.49 5 0.65 98.24 ± 4.53 0.39 5 0.71 

sIPSCs 

Cort - 1 μM 
54.85 ± 5.7 47.65 ± 4.72 1.96 7 0.09 89.21 ± 5.86 1.84 7 0.11 
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Table 3 – Effect of glucocorticoids on decay time of excitatory and 
inhibitory synaptic transmission 

Recording 

Type 

Control  

(ms ± SEM) 

Dex - 1 μM  

(ms ± SEM) 
t 

df 

(n-1) 
p % of Control t df p 

sEPSCs 6.09 ± 2.49 6.58 ± 2.69 1.7 5 0.15 110.39 ± 6.27 1.66 5 0.16 

mEPSCs 8.64 ± 3.86 8.93 ± 3.99 1.28 4 0.27 103.20 ± 46.15 1.21 4 0.29 

sIPSCs 7.99 ± 1.0 7.70 ± .72 0.73 8 0.49 101.39 ± 6.91 0.2 8 0.85 

sIPSCs 

Dex – 

10nM 

7.46 ± 0.62 7.62 ± 0.56 0.86 5 0.43 103.02 ± 2.83 1.07 5 0.34 

sIPSCs 

Dex – 

100nM 

7.46 ± 0.60 7.95 ± 0.67 1.82 8 0.11 106.84 ± 3.33 2.05 8 0.07 

mIPSCs 6.59 ± 0.50 6.92 ± 0.56 1.46 5 0.2 104.94 ± 3.30 1.5 5 0.19 

sIPSCs 

Cort - 1 μM 
10.59 ± 0.70 9.79 ± 0.61 1.53 7 0.17 93.40 ± 4.58 1.44 7 0.19 
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Discussion 

In this study, we demonstrated that dexamethasone does not affect 

excitatory transmission, but does alter inhibitory transmission. Dex at a relatively 

high concentration (1μM) does not have a reliable effect on excitatory signaling in 

MEC – LII principal cells. It is important to note the marked decrease in the 

sEPSC frequency average did not reach significance because 2 of the 6 cells 

showed an increase in frequency. Given the striking contrast in intrinsic 

properties and connectivity of the different principal cell types in MEC – LII, it is 

highly likely that Dex differentially affects excitatory signaling depending on cell 

type. This could explain the presence of seemingly opposite effects on frequency 

in 1/3 of the cells recorded; however, the number of cells recorded is low, and the 

addition of more recordings from principal cells could reveal any differential 

effects of Dex that would warrant a separation into response groupings. 

Identification of cell type paired with recordings of excitatory signaling could 

quickly determine if Dex differentially affects the four principal cell types in MEC – 

LII, and could prove useful for future experiments.  

Given that signaling through inhibitory networks is necessary for proper 

functioning of grid cells and spatial memory processing, and that stress causes 

disruptions of spatial memory processing, it is not surprising that exposure to 

stress hormones, both Cort and Dex, is sufficient to consistently disrupt inhibitory 

signaling in MEC – LII principal cells. Furthermore, the Dex-induced decrease in 

frequency of inhibitory signaling is action potential-dependent, meaning that Dex 

is acting at the cell soma and not at the terminal to affect this signaling change. It 
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is important to note that the effect of Cort on miniature IPSC recordings was not 

tested; however, it is expected that the result would match the effect of Dex, and 

that the reduction of sIPSC frequency with Cort would require spiking. These 

results are consistent with the current understanding of the importance of the 

local MEC – LII inhibitory networks in terms of their high density and their role as 

an exclusive relay for signaling between stellate cells. These results also 

implicate signaling changes involving the MEC – LII inhibitory networks as a 

likely culprit underlying spatial memory deficits seen in male mice exposed to 

acute and chronic stressors. Behavioral manipulation in the form of acute or 

chronic stress may cause a disruption of the signaling within MEC – LII by 

modulating local inhibition to disrupt spatial memory processing. Ultimately, the 

glucocorticoid-induced decrease of sIPSC frequency in MEC – LII principal cells 

may prove sufficient to cause spatial memory processing deficits in an animal 

performing a spatial maze task, but this remains untested.  
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CHAPTER 3: ACTIVATION OF GLUCOCORTICOID RECEPTORS IN LAYER II 
OF THE MEDIAL ENTORHINAL CORTEX REVEALS ENHANCED 

NOREPINEPHRINE-MEDIATED INHIBITORY SIGNALING 

 

Introduction 

An organism’s response to stress involves activation of two systems: the 

HPA axis and the sympathetic nervous system. Unlike HPA axis activation, 

stress-induced activation of the autonomic nervous system is almost immediate 

and works through neural innervation of organs, resulting in rapid alterations of 

physiological states (Ulrich-Lai and Herman, 2009). Activation of the sympathetic 

nervous system, also known as the fight or flight response, causes 

postganglionic neurons in the spinal cord to release catecholamines, 

epinephrine/adrenaline, which act on adrenergic receptors in the associated 

target organs (Malpas, 2010). The promptness of this fight or flight response 

allows an organism to quickly attend to the perceived stressor by simultaneously 

activating multiple organs, which results in a variety of responses including pupil 

dilation, increased blood glucose, increased heart rate, and elevated blood 

pressure (Tank and Lee Wong, 2015). Because epinephrine and norepinephrine 

do not readily cross the blood-brain barrier (Weil-Marlherbe and Bone, 1957; 

Gold, 2014), the systemic rise in catecholamine levels activates β –adrenergic 

receptors of the vagus nerve, which ultimately activates the nucleus of the 

solitary tract (NTS) and locus coeruleus (LC) to cause central norepinephrine 
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release (Roozendaal and McGaugh, 2011; Timmermans et al., 2013; Gold, 

2014). Noradrenergic efferents from the LC and NTS regulate neuronal function 

in a variety of areas including those that are crucial for learning and memory: the 

hippocampus, prefrontal cortex, and amygdala (Gibbs and Summers, 2002; 

Roozendaal et al., 2009). 

Because the LC is the major source of noradrenergic innervation for most 

brain areas and all of the hippocampal-dependent memory areas, altering 

release of NE from the LC can also alter spatial memory. Injection of α2 agonists 

into the LC causes membrane hyperpolarization and inhibits NE release, 

resulting in disruption of discrimination memory in chicks (Gibbs 2010). 

Conversely, infusion of the α2 antagonist, idazoxan, into the LC activates and 

increases release of NE onto its targets and enhances memory retrieval (Sara 

and Devauges, 1989). These studies highlight a striking ability of NE to modulate 

spatial memory processing networks through a variety of mechanisms that 

depend on region and local AR expression.  

The entorhinal cortex expresses α1 (Stanton et al., 1987), α2 (Boyajian et 

al., 1987; Unnerstall et al., 1984, 1985; Mitrovic et al., 1992), and β-ARs (Booze 

et al., 1993). Inhibitory interneurons throughout the brain express both α1 and β-

ARs, but β1 and β2 expression levels vary widely depending on interneuron type 

(Papay et al., 2006; Cox et al., 2008). In general, α-AR activation is inhibitory in 

terms of signaling by causing a decrease in glutamatergic transmission in the HC 

(Scanziani et al., 1993) and hyperpolarization of cells in the LC (Aghajanian and 

VanderMaelen, 1982), but behaviorally facilitates locomotion and arousal (Sirvio 
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and MacDonald, 1999). In 2-3 week old male rodents, NE activates α1-ARs and 

significantly increases sIPSC frequency and amplitude as well as mIPSC 

frequency, but not mIPSC amplitude in principal cells in MEC-LII and LIII (Lei et 

al., 2007). Agonists of α2-AR in the EC decrease glutamatergic transmission and 

hyperpolarize approximately 50% of MEC – LII principal cells (Pralong and 

Magistretti, 1994) by increasing a potassium conductance (Pralong and 

Magistretti, 1995). Interestingly, α2-induced hyperpolarization occurs in a higher 

proportion of MEC – LIII cells than MEC – LII, and this α2 activation does not 

alter cell excitability in MEC – LV and MEC – LVI (Xiao et al., 2009), highlighting 

the importance of recording from one discreet layer. Unlike α-ARs, β-AR 

activation is generally excitatory, and in the EC, β-AR activation facilitates 

evoked glutamatergic transmission (Lacaille and Harley, 1985). Overall, NE 

application reduces action potential firing in more than 50% of MEC-LII and LIII 

principal cells (Lei et al., 2007). Taken together, the effects of NE on ARs in the 

MEC may demonstrate a crucial role of the connection between sympathetic 

nervous system activation and spatial memory processing deficits. 

Given that stellate cells are both connected directly to hippocampal 

subregions (Varga et al., 2010) and possess intrinsic properties demonstrating 

the ability to encode spatial information (Alonso and Klink, 1993; Hafting et al., 

2005), any disruption of spatial memory processing would likely need to affect 

stellate cell signaling. Because stellate cells are connected to each other through 

inhibitory interneurons and do not appear to form excitatory connections with 

other LII principal cells (Couey et al., 2013; Pastoll et al., 2013), alterations in 
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signaling between stellate cells and local inhibitory interneurons is the most likely 

mechanism for spatial processing disruption underlying the link between stress 

and spatial memory deficits. In the present study we test the effect of 

norepinephrine on inhibitory signaling in MEC – LII principal cells. Because the 

previous results mentioned above are taken from a mix of MEC-LII and LIII 

principal cells in rodents prior to full maturation of spatial properties in MEC-LII 

cells (spatially-tuned cells in MEC-LII are not fully mature until 4 weeks of age), 

as well as the known differences between LII and LIII including cell type, 

projection routes, intrinsic characteristics, and inhibitory networks, necessitate 

testing the effect of NE on solely MEC-LII principal cells in mature animals. Our 

results demonstrate that norepinephrine can significantly impact both spike-

driven and terminal specific inhibitory signaling in MEC – LII principal cells 

through activation of both α1 and α2-ARs. 

In the previous chapter we demonstrated the effects of glucocorticoids, 

naturally released following HPA axis activation, on MEC-LII principal cells. 

Sympathetic nervous system-induced release of NE following stress increases 

NE concentration in the brain. The effects of NE, independent of glucocorticoids, 

on MEC-LII principal cells have been partially studied in immature rodents as part 

of a mix of recordings with MEC-LIII. In the previous chapter we demonstrated 

that glucocorticoids, applied independently, are sufficient to significantly alter 

inhibitory signaling onto MEC-LII principal cells. This chapter focuses on the 

effect of NE in mature male mice, solely recording from dorsal MEC-LII. We show 

that NE can significantly increase the frequency and amplitude of IPSCs in MEC-
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LII principal cells; however, it is not known how glucocorticoids and 

norepinephrine affect MEC-LII principal cells when applied simultaneously, as 

would be naturally experienced by an organism following a perceived stressor.  

 Multiple lines of evidence from various systems demonstrate that co-

administration of glucocorticoids and NE results in a synergistic effect. Chronic 

corticosterone elevation causes capillary constriction in rodent skeletal muscle, 

and that the constriction requires activation of α1-AR (Mandel et al., 2016). There 

is also evidence that corticosterone-induced memory improvement in rodents 

performing taste-aversion tasks, dorsolateral striatum-dependent habit tasks, and 

inhibitory avoidance tasks, require the activation of β-ARs (Goodman et al., 2015; 

Wichmann et al., 2012; McReynolds et al., 2010). Conversely, corticosterone-

induced deficits in performance on the hippocampus-dependent novel object 

recognition task is blocked by β-AR antagonism (Dobarro et al., 2012). 

Surprisingly, corticosterone-induced improvement in recognition tasks in humans 

requires α-AR activation to engage the pre-frontal areas, and without α-AR 

activation only the amygdala and HC are activated (van Stegeren et al., 2010). In 

fact, corticosterone-induced increase in loss-aversion during financial decision 

making requires the activation of α2-AR (Margittai et al., 2017). Finally, 

corticosterone can excite or inhibit melatonin production in the pineal gland 

depending on the activation pattern of ARs, where corticosterone promotes 

wakefulness only if α1 and β-ARs are simultaneously active (Fernandes et al., 

2017).  
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It is important to note that the above studies demonstrate changes to 

transcription that occur at 30 minutes post-drug exposure or later. The majority of 

genes affected by stress show transcriptional level changes at 30 minutes post-

stress, and these changes are blocked by β2-AR antagonists, and expression 

levels return to baseline after 90-120 minutes (Roszkowski et al., 2016). It is also 

known that NE-induced activation of ERK and CREB through α2-AR is enhanced 

by glucocorticoids (Yaniv et al., 2010), but is also possible that some of the 

synergistic effects seen with co-administration of stress hormones may be due to 

glucocorticoid-induced upregulation of NE transporter (NET) expression through 

a non-conventional transcriptional mechanism (Zha et al., 2011).  

In each of the experiments shown in this chapter, the synergistic effects of 

glucocorticoids and norepinephrine are seen before typical time points for 

transcriptional level changes via GR and AR, and we would not expect these 

effects to rely on transcription. There is evidence for rapid non-genomic effects of 

glucocorticoids on synaptic signaling in multiple brain regions. Corticosterone in 

the hippocampus can inhibit calcium currents through G-protein activation of 

protein kinase C (ffrench-Mullen, 1995) and increase mEPSC frequency through 

the mineralocorticoid receptor (MR) in less than five minutes (Karst et al., 2005). 

In the hypothalamus, however, dexamethasone can suppress excitatory synaptic 

transmission and enhance inhibitory synaptic signaling through a GR-dependent 

mechanism (Nahar et al., 2015), thereby implicating both MR and GR as capable 

of producing rapid non-genomic effects on synaptic transmission.  In this chapter, 

we show that co-administration of glucocorticoids and norepinephrine produces a 



69 
 

 
 

synergistic effect in MEC-LII principal cells that is unlikely to be due to genomic 

changes, whereby a population of cells previously insensitive to norepinephrine 

is primed to be norepinephrine-sensitive after 15 minutes of dexamethasone 

application.  

 

Brain Slice Preparation 

The Tulane University Institutional Animal Care and Use Committee 

(IACUC) approved all procedures. C57Bl/6 male mice were obtained from 

Charles River and anesthetized with isoflurane (VetOne) inhalation and 

decapitated using a rodent guillotine. The mouse brains were immersed in 0-1°C 

NMDG-containing artificial cerebrospinal fluid (ACSF) composed of (in mM): 110 

NMDG, 110 HCl, 3KCl, 10 MgCl2, 1.1 NaH2P04, 0.5 CaCl2, 25 glucose, 3 pyruvic 

acid, 10 ascorbic acid, and 25 NaHCO3, with an osmolarity of 305-315 mOsm/L 

and a pH of 7.2-7.3. Sagittal slice preparations of 300 μm thickness were 

prepared and transferred to a storage chamber where they were maintained at 

room temperature in carboxygen-bubbled physiological artificial cerebrospinal 

fluid (ACSF) containing (in mM): 124 NaCl, 2.5 KCl, 25 NaHCO3, 1.2 NaH2PO4, 

20 Glucose, 1 MgCl2, 2 CaCl2, with an osmolarity of 290-300 mOsm/L and a pH 

of 7.2-7.3.  
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Electrophysiological Recordings 

MEC slices were transferred to submersion recording chamber 

continuously perfused with 34-37°C ACSF. Whole-cell patch clamp recordings of 

principal cells were achieved in dorsal MEC – LII (Fig. 2.2) using a MultiClamp 

700B amplifier (Molecular Devices) at a holding potential of -65 mV. Patch 

pipettes were formed on a horizontal puller (P97; Sutter Instruments) with a tip 

resistance of 2-6 MΩ.  

  For the majority of inhibitory post-synaptic current (IPSC) recordings, 

patch electrodes were filled with a high chloride intracellular solution containing 

(in mM): 120 CsCl, 30 HEPES, 2 MgCl2, 1 CaCl2, 11 EGTA, 4 ATP-Mg, with an 

osmolarity of 300-310 mOsm/L and a pH adjusted to 7.2-7.3 with CsOH. 

Excitatory glutamate receptor-mediated transmission was blocked by adding 

APV (50µM) and DNQX (20µM) to the bath. Tetrodotoxin (TTX, 1µM) was added 

to the bath when recording miniature IPSCs. Because CsCl is known to block 

potassium channels and does not allow for accurate recording of intrinsic cellular 

properties including membrane potential and input resistance, some IPSC 

recordings were performed with patch electrodes containing a high chloride 

intracellular solution without CsCl (in mM): 135 KCl, 10 HEPES, 2 Na-ATP, 0.2 

Na-GTP, 2 MgCl2, and 0.1 EGTA, with an osmolarity of 300-310 mOsm/L and a 

pH adjusted to 7.2-7.4 with KOH.   

Following achievement of whole-cell access, the cell was allowed to 

stabilize for five minutes prior to recording. Only cells with an access resistance 



71 
 

 
 

of less than 20 MΩ and less than 20% change in access resistance over the 

course of the recording were used. Recording conditions, when looking at the 

effect of NE and AR agonists, were performed with either norepinephrine (NE, 

100 µM), phenylephrine (100 µM), UK14304 (1 μM), or isoprenaline (1 μM) 

perfused into the bath. IPSCs were recorded in voltage clamp at a holding 

potential of -65 mV for a minimum of five minutes in control condition prior to 

infusion of ACSF containing norepinephrine or any of the adrenergic receptor 

agonists. Voltage clamp recordings were obtained periodically over time following 

perfusion of the drug. Experimental conditions were achieved for a minimum of 

10 minutes to ensure maximal drug effect.  

During testing for differential effects of co-administration of glucocorticoids 

and NE, experimental recording conditions were performed with norepinephrine 

(NE, 100 µM), dexamethasone (1µM), or both, perfused into the bath. IPSCs 

were recorded in voltage clamp at a holding potential of -65 mV for a minimum of 

five minutes in control condition prior to infusion of ACSF containing either 

norepinephrine or dexamethasone. Experimental conditions were achieved for a 

minimum of 10 minutes to ensure maximal drug effect prior to adding the second 

drug, resulting in both norepinephrine and dexamethasone being perfused into 

the bath together following ten minutes of the first experimental condition (Fig. 

3.1). 

Recordings of synaptic activity were analyzed using MiniAnalysis. 

Comparisons of one-minute averages representative of the control and maximum 

drug effect synaptic activity frequency, inter-event interval, amplitude, and decay 
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time between control and drug-treated cells were calculated using a repeated 

measures paired t-test. For comparisons of means for synaptic activity frequency 

and amplitude between control, experimental condition #1, and experimental 

condition #2 were calculated using a one-way analysis of variance (ANOVA) test 

followed by Tukey’s multiple comparisons test. Comparisons between 

dexamethasone priming of the norepinephrine response versus dexamethasone 

priming of the phenylephrine response were calculated using a two-way ANOVA. 

All statistical tests were performed in GraphPad Prism. P-values <0.05 were 

considered significant. 
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Figure 3.1 – Experimental design timeline. 

 

A) 

 

 

 

 

 

 

 

Fig. 3.1: A) Timeline of whole-cell recordings using NE or adrenergic receptor agonists. 
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Results: 

Norepinephrine increased frequency and amplitude of inhibitory signaling 
in a majority of MEC – LII principal cells.  

CsCl-based internal solutions are commonly used to increase chloride 

concentration for improved tracking of GABAergic transmission and IPSC 

measurements. For the majority of the IPSC studies conducted below, a CsCl-

based internal solution was used; however, because CsCl blocks potassium 

channels and can significantly alter intrinsic cellular characteristics, the effect of 

NE on sIPSCs was first tested using a KCl-based high-chloride internal solution 

lacking CsCl. Using a KCl-based internal solution, control sIPSCs were recorded 

at -65mV in MEC-LII principal cells (Fig. 3.2 A). After ten minutes of NE (100 μM) 

perfusion, sIPSCs were recorded at -65mV (Fig. 3.2 B). NE significantly 

increased sIPSC frequency (p=0.0005) and amplitude (p=0.008), but not decay 

time (p=0.06) (Fig. 3.2 C-F). Importantly, 3 of the 13 (~23%) cells showed no 

change (less than15% change from control) in sIPSC frequency following NE 

application (Fig. 3.2 G, Table 4-6). 

Use of KCl-based high-chloride internal solution allowed for recording of 

intrinsic cellular characteristics in control and NE conditions. NE significantly 

increased the average input resistance from control condition (p=0.03) (Fig. 3.3 A, 

F). Interestingly, NE-insensitive cells (<15% change in IPSC frequency following 

NE application) had a significantly larger average baseline input resistance when 

compared to NE-sensitive cells (p=0.04) (Fig. 3.3 B, F). NE did not affect the 

average membrane potential p=0.39) in MEC-LII principal cells (Fig.3.3 C, F); 
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however, the NE-insensitive group had a significantly depolarized average 

baseline membrane potential in comparison to the NE-sensitive group (p=0.04) 

(Fig. 3.3 D, F). Average baseline sag amplitude in MEC-LII principal cells was 

larger in cells with an NE-induced increase in sIPSC frequency than NE-

unaffected cells, but the difference is not significant (p=0.10) (Fig.3.3 E, F). 

After acquiring intrinsic cellular characteristics using a KCl-based internal 

solution, we switched to a CsCl-based internal solution for the remainder of the 

experiments. We first confirmed that the above effect of NE on MEC-LII principal 

cell sIPSCs was conserved when using the CsCl-based internal solution. 

Spontaneous IPSCs (sIPSCs) were recorded at a holding potential of -65 mV in a 

CsCl-based high-chloride internal solution (Fig 3.4 A, C). After ten minutes of NE 

(100 μM) perfusion, sIPSCs were recorded (Fig. 3.4 B, C). NE significantly 

increased sIPSC frequency (p=0.0002) and sIPSC amplitude (p=0.0006), but not 

decay time (p=0.48) (Fig. 3.4 D-G). NE began to increase average sIPSC 

frequency, amplitude, and decay time within the first minute of perfusion, and 

maximum effect on frequency and amplitude occurred within 5-9 minutes of NE 

application (Fig. 3.4 H). It is important to note that 3 of the 13 (~23%) cells were 

unaffected (less than15% change from control) in terms of sIPSC frequency 

following NE application (Fig.3.4 I, Table 4-6). 

To investigate if the NE-induced increase in sIPSC frequency, amplitude, 

and decay is exclusive to spike-driven signaling or also causes changes to 

terminal-specific inhibitory signaling, miniature IPSCs (mIPSCs) were recorded 

from MEC – LII principal cells in the presence of tetrodotoxin (TTX), a voltage-
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gated sodium channel blocker (Fig. 3.5 A). After ten minutes of NE (100 μM) 

perfusion, mIPSCs were recorded (Fig. 3.5 B). NE significantly increased mIPSC 

frequency (p=0.0001) and decay time (p<0.0001), but failed to significantly alter 

mIPSC amplitude (p=0.23) (Fig. 3.5 C-F). Interestingly, 5 of the 19 cells (~26%) 

recorded were unaffected (less than 15% change from control) by NE application 

(Fig. 3.5 G, Table 4-6). 
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Figure 3.2 – Norepinephrine significantly increased spontaneous IPSC 
frequency and amplitude, but not decay time, with a KCl-based intracellular 
solution.  

A)    Control: VC -65mV    B)          NE:  VC -65mV 

 

 

 

 

C)        D)     

 

 

 

 

E)        F) 

 

 

 

 

G) 

 

 

 

 

 

Fig. 3.2: A, B Top ) 20 seconds of sIPSC voltage-clamp recordings representative of control (A) 
and NE (B) conditions. A,B Bottom) 2 seconds of the voltage-clamp recordings shown above. C) 
NE significantly increased average sIPSC frequency. D) NE significantly increased sIPSC 
amplitude. E) NE had no effect on sIPSC decay time. F) NE significantly increased sIPSC 
frequency and amplitude, but not decay time when normalized and compared to the 
corresponding control group average. G) Plot of average NE effect on sIPSC frequency (n=13) 
for the two different response groupings observed: NE-responsive (n=10) and NE-unresponsive 
(n=3). 

C o n t r o l N E

0

5 0

1 0 0

1 5 0

2 0 0

s I P S C  A m p l i t u d e

p
A

* *

C o n t r o l   N E

0

5

1 0

1 5

s I P S C  D e c a y  T i m e

m
s

C o n t r o l N E

0

1 0

2 0

3 0

4 0

s I P S C  F r e q u e n c y  b y  E f f e c t

H
z

A l l  C e l l s

N E - s e n s i t i v e

N E - in s e n s i t i v e

F
r e

q
u

e
n

c
y

A
m

p
l i

t u
d

e

D
e

c
a

y
 T

i m
e

0

5 0

1 0 0

1 5 0

2 0 0

2 5 0

E f f e c t  o f  N E  o n  s I P S C s
%

 o
f 

c
o

n
tr

o
l

* * *

C o n t r o l N E

0

2 0

4 0

6 0

8 0

1 0 0

s I P S C  F r e q u e n c y

H
z

* * *

2 sec 

5
0

 p
A

 

0.2 sec 

5
0

 p
A

 



78 
 

 
 

Figure 3.3 – Norepinephrine-sensitive cells had different intrinsic 
characteristics than norepinephrine-insensitive cells. 

A)      B)    C)   

 

 

 

    

           

 

 

 

D)      E) 

 

 

Fig. 3.3: A) Top: NE significantly increases average input resistance. Bottom: Comparison of 
baseline input resistance in cells that show >15% increase in sIPSC frequency (n=10) versus 
cells that show no change (n=3) in sIPSC frequency. B) Top: NE did not affect average 
membrane potential. Bottom: Comparison of baseline membrane potential in cells that show >15% 
increase in sIPSC frequency (n=10) versus cells that show no change (n=3). Note that the NE-
insensitive group has a significantly depolarized average baseline membrane potential in 
comparison to the NE-sensitive group.  C) Top: Example trace showing sag response (peak 
versus steady-state indicated by black arrows) due to Ih activation following hyperpolarizing steps 
in voltage clamp. Bottom: Comparison of baseline sag amplitude in cells that show >15% 
increase in sIPSC frequency (n=10) versus cells that show no change (n=3). Note that the NE-
sensitive group has larger average baseline sag, though the difference is not significant 
potentially due to the low number of cells in the NE-insensitive group. D) Data table of intrinsic 
characteristics in MEC-LII principal cells in control conditions and after NE application. Data 
values shown are the average of each group ± SEM. E) Cells were split into NE-sensitive groups 
(>15% change in frequency after NE application) and NE-insensitive groups to compare baseline 
intrinsic characteristics.  
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Figure 3.4 – Norepinephrine significantly increased spontaneous IPSC 
frequency and amplitude, but not decay time, with a CsCl-based 
intracellular solution. 

A)      Control: VC-65     B)          NE: VC -65mV        

 

 

 

C)      D)     

 

 

 

 

E)      F) 

 

 

 

 

G)      H) 

 

 

 

 

 

Fig. 3.4: A, B Top) 20 seconds of sIPSC voltage-clamp recordings representative of control (A) 
and NE (B) conditions. A,B Bottom) 2 seconds of the voltage-clamp recordings shown above. C) 
NE significantly increased average sIPSC frequency. D) NE significantly increased sIPSC 
amplitude. E) NE had no effect on sIPSC decay time. F) NE significantly increased sIPSC 
frequency and amplitude, but not decay time when normalized and compared to the 
corresponding control group average. G) Time course of the NE effect in one-minute intervals. 
NE enters at 0 min and quickly increases frequency and amplitude, but not decay time. H) Plot of 
average NE effect on sIPSC frequency for the two different response groupings observed: NE-
sensitive (n=10) and NE-insensitive (n=3).  
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Figure 3.5 – Norepinephrine significantly increased miniature IPSC 
frequency and decay time, but not amplitude, in MEC – LII principal cells.  

 

A)  Control: VC -65mV  B)      NE:  VC -65mV 

 

 

C)      D)     

 

 

 

 

E)      F)  
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Fig. 3.5: A, B Top) 20 seconds of mIPSC voltage-clamp recordings representative of control (A) 
and NE (B) conditions. A,B Bottom) 2 seconds of the voltage-clamp recordings shown above. C) 
NE significantly increased average mIPSC frequency. D) Norepinephrine did not significantly alter 
mIPSC amplitude. E) NE significantly increased average mIPSC decay time. F) NE significantly 
increased mIPSC frequency and decay time, but not amplitude, when normalized and compared 
to the corresponding control group average. G) Plot of average NE effect on mIPSC frequency for 

the two different response groupings observed: NE-sensitive (n=14) and NE-insensitive (n=5). 
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Phenylephrine, a α1-adrenoreceptor agonist, increased sIPSC frequency in 
a subset of neurons, but not miniature IPSC frequency, in a majority of 
MEC – LII principal cells. 

Spontaneous IPSCs (sIPSCs) were recorded at a holding potential of -65 

mV in a CsCl-based high-chloride internal solution (Fig 3.6 A). After ten minutes 

of phenylephrine (PHE, 100 μM) perfusion, sIPSCs were recorded (Fig. 3.6 B). 

Surprisingly, PHE failed to significantly increase sIPSC frequency (p=0.09) and 

had no effect on sIPSC amplitude (p=0.64) or decay time (p=0.11) (Fig. 3.6 C-F). 

It is important to note that PHE caused marked frequency increases (>25%) in 5 

of the 10 cells recorded, which measured as significantly higher than control 

conditions (p=0.03, Fig. 3.6 D). 5 of the 10 cells showed no change in sIPSC 

frequency following PHE application (Fig. 3.6 G, Table 4-6). 

To investigate if the PHE-induced increase in sIPSC frequency in a 

proportion of the cells recorded was exclusive to spike-driven signaling or also 

caused changes to terminal-specific inhibitory signaling, miniature IPSCs 

(mIPSCs) were recorded from MEC – LII principal cells (Fig. 3.7 A) in the 

presence of tetrodotoxin (TTX), a voltage-gated sodium channel blocker. After 

ten minutes of PHE (100 μM) perfusion, mIPSCs were recorded (Fig. 3.6 B). 

PHE had no effect on average mIPSC frequency (p=0.93), amplitude (p=0.32), or 

decay time (p=0.16) (Fig. 3.7 C-F, Table 4-6).  
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Figure 3.6 – Phenylephrine increased spontaneous IPSC frequency in a 
subset of neurons, and had no effect on amplitude or decay time. 

A)  Control: VC -65mV  B)     Phenylephrine: VC -65mV 

 

 

 

 

C)      D)  

 

 

 

    

E)      F)      

 

 

 

 

G)      H) 

 

 

 

 

 

Fig. 3.6: A, B Top ) 20 seconds of sIPSC voltage-clamp recordings representative of control (A) 
and PHE (B) conditions. A,B Bottom) 2 seconds of the voltage-clamp recordings shown above. 
C) PHE failed to significantly increase average sIPSC frequency. D) PHE significantly increased 
average sIPSC frequency in the 5 PHE-sensitive cells. E) PHE had no effect on average sIPSC 
amplitude. F) PHE had no effect on average sIPSC decay time. F) PHE failed to significantly 
increase sIPSC frequency despite large increases in 5 of 10 cells, and had no effect on amplitude 
or decay time when normalized and compared to the corresponding control group average. G) 
Plot of average PHE effect on sIPSC frequency for the two different response groupings 
observed: PHE-sensitive (n=5) and PHE-insensitive (n=5). 
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Figure 3.7 – Phenylephrine had no effect on miniature IPSC frequency, 
amplitude, or decay time in MEC – LII principal cells. 

 

A)  Control: VC -65mV  B)     Phenylephrine: VC -65mV 
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E)      F) 

 

 

 

 

 

 

Fig. 3.7: A, B Top ) 20 seconds of mIPSC voltage-clamp recordings representative of control (A) 
and PHE (B) conditions. A,B Bottom) 2 seconds of the voltage-clamp recordings shown above. 
C) PHE had no effect on average mIPSC frequency. D) PHE had no effect on average mIPSC 
amplitude. E) PHE had no effect on mIPSC decay time. F) PHE had no effect on frequency, 
amplitude, or decay time when normalized and compared to the corresponding control group 
average (n=6).  

 

 

 

2 sec 

5
0

 p
A

 
5

0
 p

A
 

0.2 sec 

F
r e

q
u

e
n

c
y

A
m

p
l i

t u
d

e

D
e

c
a

y
 T

im
e

0

5 0

1 0 0

1 5 0

E f f e c t  o f  P H E  o n  m I P S C s

%
 o

f 
c

o
n

tr
o

l
C o n t r o l    P H E

0

1 0

2 0

3 0

4 0

5 0

m I P S C  F r e q u e n c y

H
z

C o n t r o l    P H E

0

2 0

4 0

6 0

8 0

m I P S C  A m p l i t u d e

p
A

C o n t r o l   P H E

0

5

1 0

1 5

m I P S C  D e c a y  T i m e

m
s



84 
 

 
 

UK14304, a α2-adrenoreceptor agonist significantly increased frequency of 
miniature IPSC signaling in a majority of MEC – LII principal cells 

Spontaneous IPSCs (sIPSCs) were recorded at a holding potential of -65 

mV in a CsCl-based high-chloride internal solution (Fig 3.8 A). After ten minutes 

of UK14304 (1 μM) perfusion, sIPSCs were recorded (Fig. 3.8 B). UK14304 had 

no effect on sIPSC frequency (p=0.13), amplitude (p=0.47) or decay time (p=0.37) 

(Fig. 3.8 C-F, Table 4-6), indicating that UK14304 has no effect on spike-

dependent spontaneous inhibitory signaling in MEC – LII principal cells.  

To investigate the effect of UK14304 on terminal-specific inhibitory 

signaling, miniature IPSCs (mIPSCs) were recorded from MEC – LII principal 

cells (Fig. 3.9 A) in the presence of tetrodotoxin (TTX). After ten minutes of 

UK14304 (1 μM) perfusion, mIPSCs were recorded (Fig. 3.9 B). UK14304 had no 

effect on average mIPSC frequency (p=0.75) or amplitude (p=0.52), but 

significantly increased average mIPSC decay time (p=0.004) (Fig. 3.9 C-F, Table 

4-6).  
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Figure 3.8 – UK-14304 had no effect on sIPSC frequency, amplitude, or 
decay time in MEC – LII principal cells. 

A)    Control: VC -65mV  B)        UK-14304: VC -65mV 

 

 

 

 

C)      D)     

 

 

 

 

 

E)      F) 

 

 

 

 

 

 

Fig. 3.8: A, B Top ) 20 seconds of sIPSC voltage-clamp recordings representative of control (A) 
and UK14304 (B) conditions. A,B Bottom) 2 seconds of the voltage-clamp recordings shown 
above. C) UK14304 had no effect on average sIPSC frequency. D) UK14304 had no effect on 
average sIPSC amplitude. E) UK14304 had no effect average sIPSC decay time. F) UK14304 
had no effect on sIPSC frequency, amplitude, or decay time when normalized and compared to 
the corresponding control group average (n=7).  

 

 

 

 

2 sec 

5
0

 p
A

 
5

0
 p

A
 

0.2 sec 

C o n t r o l   U K 1 4 3 0 4

0

2 0

4 0

6 0

8 0

1 0 0

s I P S C  F r e q u e n c y

H
z

C o n t r o l   U K 1 4 3 0 4

0

5 0

1 0 0

1 5 0

2 0 0

s I P S C  A m p l i t u d e

p
A

C o n t r o l   U K 1 4 3 0 4

0

5

1 0

1 5

s I P S C  D e c a y  T i m e

m
s

F
r e

q
u

e
n

c
y

A
m

p
l i

t u
d

e

D
e

c
a

y
 T

im
e

0

5 0

1 0 0

1 5 0

E f f e c t  o f  U K 1 4 3 0 4  o n  s I P S C s

%
 o

f 
c

o
n

tr
o

l



86 
 

 
 

Figure 3.9 – UK14304 had no effect on IPSC frequency or amplitude, but 
significantly increased miniature IPSC decay time in MEC – LII principal 
cells. 

 
A)   Control: VC -65mV  B)         UK 14304: VC -65mV 
 

 

 

 

C)      D)     
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Fig. 3.9: A, B Top ) 20 seconds of mIPSC voltage-clamp recordings representative of control (A) 
and UK14304 (B) conditions. A,B Bottom) 2 seconds of the voltage-clamp recordings shown 
above. C) UK14304 had no effect on average mIPSC frequency. D) UK14304 had no effect on 
average mIPSC amplitude. E) UK14304 significantly increased average mIPSC decay time. F) 
UK14304 significantly increased average mIPSC decay time, but not frequency or amplitude 
when normalized and compared to the corresponding control group average (n=6).  
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Isoprenaline, a β-AR agonist, had no effect on spontaneous IPSCs in MEC-
LII principal cells 

 Spontaneous IPSCs (sIPSCs) were recorded at a holding potential of -65 

mV in a CsCl-based high-chloride internal solution (Fig 3.10 A). After ten minutes 

of β-AR agonist, isoprenaline (1 μM), perfusion, sIPSCs were recorded (Fig. 3.10 

B). Isoprenaline had no effect on sIPSC frequency (p=0.67), amplitude (p=0.98), 

or decay time (p=0.25) (Fig. 3.10 C-F, Table 4-6), indicating that isoprenaline has 

no effect on spike-dependent inhibitory signaling in MEC – LII principal cells.  
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Figure 3.10 – Isoprenaline had no effect on sIPSC frequency, amplitude, or 
decay time in MEC-LII principal cells. 

 
A)   Control: VC -65mV  B)     Isoprenaline: VC -65mV 
 

 

 

 

C)      D)     

 

 

 

 

 

E)      F)   

 

 

 

 

 

 

Fig. 3.10: A, B Top ) 20 seconds of sIPSC voltage-clamp recordings representative of control (A) 
and isoprenaline (B) conditions. A,B Bottom) 2 seconds of the voltage-clamp recordings shown 
above. C) Isoprenaline had no effect on average sIPSC frequency. D) Isoprenaline had no effect 
on average sIPSC amplitude. E) Isoprenaline had no effect on average sIPSC decay time. F) 
Isoprenaline had no effect on sIPSC frequency, amplitude, or decay time when normalized and 
compared to the corresponding control group average (n=5).  
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Table 4 – Effect of adrenergic receptor activation on IPSC frequency 

Recording 
Condition 

Control 
Frequency 

(Hz) 

NE/Agonist 
Frequency 

(Hz) 
t df p % of Control t df p 

sIPSCs NE 
(KCl int.) 

14.65 ± 2.49 22.32 ± 2.65 4.77 12 0.0005* 177.19 ± 22.21 3.48 12 0.005* 

sIPSCs NE 42.39 ± 3.89 54.32 ± 3.59 5.15 12 0.0002* 134.83 ± 8.31 4.19 12 .001* 

mIPSCs NE 15.09 ± 1.56 20.73 ± 2.35 4.85 18 .0001* 139.65 ± 6.19 6.41 18 <0.0001* 

sIPSCs 
PHE 

29.93 ± 4.33 36.39 ± 5.70 1.89 9 0.09 121.57 ± 13.84 1.56 9 0.15 

mIPSCs 
PHE 

8.19 ± 2.29 8.11 ± 1.65 0.1 5 0.93 111.02 ± 8.98 1.23 5 0.27 

sIPSCs 
UK14304 

35.25 ± 7.46 32.12 ± 6.20 1.78 6 0.13 93.54 ± 3.95 1.63 6 0.15 

mIPSCs 
UK14304 

14.12 ± 1.45 14.58 ± 1.27 0.34 5 0.75 106.05 ± 7.05 0.69 5 0.52 

sIPSCs 
Isoprenaline 

19.12 ± 4.14 18.62 ± 3.49 0.45 4 0.67 101.75 ± 3.83 0.36 4 0.74 

 

 

Table 5 – Effect of adrenergic receptor activation on IPSC amplitude 

Recording 
Condition 

Control 
Amplitude 

(pA) 

NE/Agonist 
Amplitude 

(pA) 
t df p % of Control t df p 

sIPSCs NE 
(KCl int.) 

48.04 ± 5.54 71.90 ± 8.12 3.2 12 0.008* 167.04 ± 30.27 2.22 12 0.047* 

sIPSCs NE 57.90 ± 9.34 80.61 ± 11.57 4.61 12 0.0006* 148.99 ± 12.66 3.87 12 .002* 

mIPSCs NE 41.35 ± 1.82 42.20 ± 2.06 1.24 18 0.23 101.94 ± 1.77 1.1 18 0.29 

sIPSCs 
PHE 

57.09 ± 4.02 60.66 ± 9.19 0.48 9 0.64 105.49 ± 11.68 0.47 9 0.65 

mIPSCs 
PHE 

31.90 ± 2.52 30.28 ± 3.75 1.1 5 0.32 93.32 ± 5.65 1.18 5 0.29 

sIPSCs 
UK14304 

59.81 ± 8.84 53.55 ± 3.98 0.78 6 0.47 97.62 ± 9.87 0.24 6 0.82 

mIPSCs 
UK14304 

39.81 ± 1.75 38.91 ± 2.27 0.7 5 0.52 97.59 ± 2.56 0.81 5 0.45 

sIPSCs 
Isoprenaline 

59.74 ± 6.50 59.52 ± 10.39 0.03 4 0.98 97.77 ± 9.00 0.2 4 0.85 
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Table 6 – Effect of adrenergic receptor activation on IPSC decay time 

Recording 
Condition 

Control 
Decay Time 

(ms) 

NE/Agonist 
Decay Time 

(ms) 
t df p % of Control t df p 

sIPSCs NE 
(KCl int.) 

7.13 ± 0.48 7.46 ± 0.54 2.11 12 0.06 104.47 ± 2.27 1.97 12 0.07 

sIPSCs NE 8.91 ± 0.50 9.18 ± 0.52 0.73 12 0.48 103.93 ± 3.92 1 12 0.34 

mIPSCs NE 7.08 ± 0.25 7.80 ± 0.29 6.03 18 <0.0001* 110.44 ± 1.57 6.67 18 <0.0001* 

sIPSCs 
PHE 

8.62 ± 0.50 9.16 ± 0.49 1.79 9 0.11 107.04 ± 3.50 2.01 9 0.08 

mIPSCs 
PHE 

8.08 ± 1.07 8.64 ± 0.97 1.9 5 0.16 108.55 ± 4.40 1.95 5 0.11 

sIPSCs 
UK14304 

8.28 ± 0.43 8.06 ± 0.28 0.96 6 0.37 98.03 ± 2.81 0.7 6 0.51 

mIPSCs 
UK14304 

6.76 ± 0.46 7.32 ± 0.46 4.92 5 0.004* 108.52 ± 1.63 4.53 5 0.006* 

sIPSCs 
Isoprenaline 

7.46 ± 0.65 7.92 ± 0.66 1.33 4 0.25 106.57 ± 3.72 1.4 4 0.24 
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Pre-treatment with dexamethasone increased the proportion of cells with a 
norepinephrine-induced increase in sIPSC frequency 

To test for a differential effect of stress hormones applied together 

compared to the independent effects already shown, co-application of NE and 

Dex was used to test changes to sIPSCs in MEC-LII principal cells. In this design, 

control baselines were achieved prior to adding NE (100 μM) alone, and then 

Dex (1 μM) was added together with NE (Fig. 3.11 A). Frequency of sIPSCs in 

both the NE-alone and NE+Dex condition was significantly increased compared 

to the control condition (repeated measures 1-way ANOVA, p=0.002, Tukey post-

hoc comparison: control versus NE = **, control versus NE+dex = *, NE versus 

NE+dex is not significantly different) (Fig. 3.11 B). NE significantly increased 

amplitude from control conditions (repeated measures 1-way ANOVA, p=0.007, 

Tukey post-hoc comparison: control versus NE = **, control versus NE+dex = NS, 

NE versus NE+dex = NS) (Fig. 3.11 C), NE had no effect on decay time 

compared to the control condition (repeated measures 1-way ANOVA, p=0.37) 

(Fig. 3.11 D). NE significantly increased sIPSC frequency in 10 of 13 cells 

recorded, and Dex did not affect sIPSC frequency in the 3 cells that were 

unresponsive to NE (Fig. 3.11 E), initially indicating that co-administration of Dex 

and NE had inhibitory signaling effects consistent with that seen when each drug 

was applied independently. 

To confirm that the co-administration of Dex and NE is consistent with 

independent application of each drug, the order of drug application was reversed. 

After recording control baselines, Dex (1 μM) was perfused for approximately 15 
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minutes prior to NE (100 μM) +Dex entering the bath. Frequency of sIPSCs in all 

conditions were significantly different (repeated measures 1-way ANOVA, 

p<0.0001, Tukey post-hoc comparison: control versus Dex = *, control versus 

NE+Dex = ****, Dex versus NE+Dex = ****) (Fig. 3.12 A, Table 10). Amplitude of 

sIPSCs in the NE+Dex condition was significantly increased compared to both 

the control and Dex-alone condition (repeated measures 1-way ANOVA, p=0.001, 

Tukey post-hoc comparison: control versus dex = NS, control versus NE+Dex = 

**, Dex versus NE+Dex = **) (Fig. 3.12 B, Table 11). Decay time of sIPSCs in the 

NE+Dex condition was significantly increased compared to both the control and 

Dex-alone condition (repeated measures 1-way ANOVA, p<0.0001, Tukey post-

hoc comparison: control versus dex = NS, control versus NE+Dex = ***, Dex 

versus NE+Dex = **) (Fig. 3.12 C, Table 12). Surprisingly, NE increased sIPSC 

frequency from dexamethasone-alone conditions by greater than 15% in 15 of 15 

cells recorded (Fig. 3.12 D). In control versus NE-alone, 3 of 13 cells did not 

have a change in sIPSC frequency >15%, whereas NE induced a greater than 15% 

increase in all 15 cells when first primed with Dex for approximately 15 minutes 

(Fig. 3.12 D). The increase in proportion of NE-affected cells from 10 of 13 to 15 

of 15 is statistically significant (Chi-square expected versus observed, p<0.05) 

(Fig. 3.12 E, Table 13). The normalized effect of NE-alone was not significantly 

different than the NE+Dex condition for sIPSC frequency (p=0.07), amplitude 

(p=0.90), or decay time (p=0.63) (Fig.3.12 F, G).  
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Figure 3.11 – Effects of co-administration of dexamethasone and 
norepinephrine. 

 

A) 

 

 

 

 

 

 

B)     C)    D) 
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Fig. 3.11: A) Timeline of whole-cell recordings for co-administration studies using NE and Dex. 
B-D Top) Effect of NE and NE+Dex on sIPSC frequency by cell. B-D Bottom) Average of by-cell 
traces shown above. B) NE alone and NE+Dex significantly increased sIPSC frequency from 
control. C) NE alone significantly increased sIPSC amplitude when compared to control. D) 
Neither NE alone nor NE+Dex had an effect on sIPSC decay time. E) NE increased sIPSC 
frequency by more than 15% in 10 of 13 cells recorded. The averages in each drug condition 
were divided into three groups: all cells (n=13), NE-sensitive cells (n=10), and NE-insensitive 
cells (n=3).  
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Figure 3.12 – Dexamethasone pre-treatment increased the proportion of 
MEC-LII principal cells affected by NE. 

A)     B)    C) 

 

 

 

 

 

 

 

D)      E) 

 

 

 

 
 
F)      G) 
 

 

 

 

 

Fig. 3.12: A-C Top) By-cell effect of Dex and NE+Dex on sIPSC frequency, amplitude, and 
decay time. A-C Bottom) Average of by-cell traces shown above. A) Dex significantly decreased 
sIPSC frequency. Dex+NE significantly increased sIPSC frequency from Dex-alone and control. 
B) NE+Dex significantly increased sIPSC amplitude from Dex-alone and control. C) NE+Dex 
significantly increased sIPSC decay time from Dex-alone and control. D) Scatter plot of NE effect 
on % frequency and amplitude change in cells that were treated with NE-alone (triangles) versus 
cells that were pre-treated with Dex (circles) prior to NE application. The dotted line indicates the 
cut-off value for classifying a cell as NE-sensitive (>15% increase in sIPSC frequency). Note the 
three cells left of the cut-off line in the NE-alone condition and that all of the Dex-priming group 
are NE-sensitive. E) Chi-square analysis of proportion of NE-sensitive and insensitive cells in the 
NE-alone condition versus the Dex-primed condition. F) Comparison of NE effect on sIPSC 
frequency and amplitude when applied alone and when pre-treated with Dex. G) Table of 
unpaired two-tailed t-tests showing normalized values for NE-alone vs NE primed with Dex 
conditions for frequency, amplitude, and decay time. 
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Pre-treatment with dexamethasone increased the proportion of cells with a 
phenylephrine-induced increase in sIPSC frequency 

To determine if the effect of NE after Dex priming was α1-AR-mediated, 

we first tested the effect of adding the α1-AR agonist, phenylephrine (PHE, 100 

μM) independent of Dex (Fig. 3.13. A). Surprisingly, PHE failed to significantly 

increase sIPSC frequency (p=0.09) and had no effect on sIPSC amplitude 

(p=0.64) or decay time (p=0.11) (Fig. 3.13 B-D). It is important to note that PHE 

caused marked frequency increases (>25%) in 5 of the 10 cells recorded (Fig. 

3.13 E), which measured as significantly higher than control conditions (p=0.03, 

Fig. 3.13 B, Table 7). Five of the 10 cells showed no change in sIPSC frequency 

following PHE application (Fig. 3.13 G, Table 7-9). In cells sensitive to PHE-

induced frequency changes (n=5), PHE had no effect on amplitude (p=0.45) or 

decay time (p=0.18) (Fig. 3.13 C-D, Table 8-9). 

To test if the Dex-induced increase in cell proportion sensitive to an NE-

induced increase in sIPSC was α1-AR-mediated, the slice was perfused with Dex 

(1 μM) for approximately 15 minutes prior to PHE (100 μM) entering the bath. 

Frequencies of sIPSCs in all conditions were significantly different (repeated 

measures 1-way ANOVA, p<0.0001, Tukey post-hoc comparison: control versus 

Dex = **, control versus PHE+Dex = ****, Dex versus PHE+Dex = ****) (Fig. 3.14 

A, Table 10). Amplitude of sIPSCs in the PHE+Dex condition was significantly 

increased compared to the control condition (repeated measures 1-way ANOVA, 

p=0.01, Tukey post-hoc comparison: control versus Dex = not significant, control 

versus PHE+Dex = *, Dex versus PHE+Dex = *) (Fig. 3.14 B, Table 11). Decay 
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time of sIPSCs in the Dex+PHE condition were significantly higher than both the 

control and Dex-alone condition (repeated measures 1-way ANOVA, p<0.0001, 

Tukey post-hoc comparison: control versus Dex = NS, control versus PHE+Dex = 

**, Dex versus PHE+Dex = ***) (Fig. 3.14 C, Table 12). Surprisingly, PHE 

increased sIPSC frequency from Dex-alone conditions by greater than 15% in 15 

of 15 cells recorded, (Fig. 3.14 D). In control versus PHE-alone, 5 of 10 cells did 

not have a change in sIPSC frequency of >15%, whereas PHE induced a greater 

than 15% increase in all 15 cells if first primed with Dex for approximately 15 

minutes. The increase in proportion of PHE-affected cells from 5 of 10 to 15 of 15 

is statistically significant (Chi-square = 9.38, df = 1, p<0.01) (Fig. 3.14 E, Table 

14). Normalized sIPSC frequency changes in PHE primed with Dex vs Dex-alone 

were significantly larger than PHE-alone versus control (p=0.04) (Fig. 3.14 F, G). 

The normalized effect of PHE-alone was not significantly different than the 

PHE+Dex condition for sIPSC amplitude (p=0.33) or decay time (p=0.13) 

(Fig.3.14 F, G).  
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Figure 3.13 – Effects of co-administration of dexamethasone and 
phenylephrine. 
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B)     C)    D) 
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Fig. 3.13: A) Timeline of whole-cell recordings for co-administration studies using phenylephrine 
and dexamethasone. B) Top: Effect of PHE on average sIPSC frequency. Bottom: PHE 
significantly increased sIPSC frequency in PHE-sensitive cells (n=5). C) Top: Effect of PHE on 
average sIPSC amplitude. Bottom: PHE did not affect sIPSC amplitude in PHE-sensitive cells 
(n=5). D) Top: Effect of PHE on average sIPSC decay time. Bottom: PHE did not affect sIPSC 
decay time in PHE-sensitive cells (n=5). E) PHE increased sIPSC frequency by more than 15% in 
5 of 10 cells recorded. Plot shows average frequency for each response group: all cells (n=10), 
PHE-sensitive cells (n=5), and PHE-insensitive cells (n=5).  
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Table 7 – Effect of PHE on sIPSC frequency 

 
Control  

(Hz ± SEM) 
PHE  

(Hz ± SEM) 
t, df p 

All Cells 29.93 ± 4.33 36.39 ± 5.70 1.89, 9 0.09 

PHE-sensitive  
(n=5) 

28.19 ± 5.07 42.67 ± 7.39 3.37, 4 0.03* 

PHE-insensitive 
(n=5) 

31.68 ± 7.55 30.11 ± 8.48 1.20, 4 0.3 

 

 

Table 8 – Effect of PHE on sIPSC amplitude 

 
Control  

(pA ± SEM) 
PHE  

(pA ± SEM) 
t, df p 

All Cells 57.09 ± 4.02 60.66 ± 9.19 0.48, 9 0.64 

PHE-sensitive  
(n=5) 

60.50 ± 7.57 72.13 ± 16.94 0.84, 4 0.45 

PHE-insensitive 
(n=5) 

53.68 ± 3.11 49.20 ± 5.19 0.87, 4 0.43 

 

 

Table 9 – Effect of PHE on sIPSC decay time 

 
Control  

(ms ± SEM) 
PHE  

(ms ± SEM) 
t, df p 

All Cells 8.62 ± 0.50 9.16 ± 0.49 1.79, 9 0.11 

PHE-sensitive  
(n=5) 

8.75 ± 0.36 9.58 ± 0.28 1.64, 4 0.18 

PHE-insensitive 
(n=5) 

8.48 ± 0.99 8.73 ± 0.96 0.75, 4 0.49 
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Figure 3.14 – Dexamethasone pre-treatment increased the proportion of 
MEC-LII principal cells affected by phenylephrine. 

A)    B)    C) 

 

 

 

 

 

 

 

D)      E) 
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Fig. 3.14: A-C Top) Effect of Dex and PHE+Dex on sIPSC frequency, amplitude, and decay by 
cell. A-C Bottom) Average of by-cell traces shown above. A) Dex significantly decreased sIPSC 
frequency, and PHE+Dex significantly increased sIPSC frequency from Dex-alone and control. B) 
PHE+Dex significantly increased amplitude from Dex-alone and control. C) PHE+Dex significantly 
increased decay time from Dex-alone and control. D) Scatter plot of PHE effect on normalized 
frequency and amplitude changes in cells that were treated with PHE alone (triangles) versus 
cells that were pre-treated with Dex (circles) prior to PHE application. The dotted line indicates 
the cut-off value for classifying a cell as PHE-sensitive (>15% increase in sIPSC frequency). Note 
the five cells left of the cut-off line in the PHE-alone condition and that all of the Dex-priming 
group are PHE-sensitive. E) Chi-square analysis of proportion of PHE-sensitive and insensitive 
cells in the PHE-alone condition versus the Dex-priming condition. F) Comparison of PHE effect 
on sIPSC frequency and amplitude when applied alone and when cells were pre-treated with Dex. 
G) Table of unpaired two-tailed t-tests showing normalized values for PHE-alone vs PHE primed 

with Dex for frequency, amplitude, and decay time. 
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Table 10 – Effect of adrenergic receptor activation on IPSC frequency with 
and without Dex pre-treatment  

 
Control  

(Hz) 
NE/PHE 

(Hz) 
NE/PHE+Dex 

(Hz) 
F n p 

Con vs 
NE/PHE 

Con vs 
NE/PHE+Dex 

NE/PHE vs 
NE/PHE+Dex 

NE+ 
Dex 

42.39  
± 3.89 

54.32  
± 3.59 

52.31 ± 4.16 11.77 11 0.002* ** * NS 

PHE+ 
Dex 

29.93  
± 4.33 

36.39  
± 5.70 

n/a t=1.89 df=9 0.09 NS n/a n/a 

 

 
Control 

(Hz) 
Dex  
(Hz) 

Dex+NE/PHE 
(Hz) 

F n p Con vs Dex 
Con vs 

Dex+NE/PHE 
Dex vs 

Dex+NE/PHE 

Dex+ 
NE 

37.83  
± 4.49 

34.24  
± 3.94 

51.25 ± 5.87 42.61 15 <0.0001* * **** **** 

Dex+ 
PHE 

25.62  
± 2.82 

23.69  
± 2.63 

37.79 ± 3.37 51.73 15 <0.0001* ** **** **** 

 

Table 11 – Effect of adrenergic receptor activation on IPSC amplitude with 
and without Dex pre-treatment  

 
Control  

(pA) 
NE/Agonist 

(pA) 
NE/Agonist
+Dex (pA) 

F n p 
Con vs 

NE/PHE 
Con vs 

NE/PHE+Dex 
NE/PHE vs 

NE/PHE+Dex 

NE+ 
Dex 

57.90  
± 9.34 

80.61  
± 11.57 

68.58  
± 13.56 

7.11 11 0.007* ** NS NS 

PHE+ 
Dex 

57.09  
± 4.02 

60.66  
± 9.19 

n/a t=0.48 df=9 0.64 NS n/a n/a 

 

 
Control  

(pA) 
Dex  
(pA) 

Dex+NE/ 
Agonist (pA) 

F n p Con vs Dex 
Con vs 

Dex+NE/PHE 
Dex vs 

Dex+NE/PHE 

Dex+ 
NE 

49.38  
± 2.52 

49.60  
± 4.04 

73.63 ± 8.72 13.44 15 0.001* NS ** ** 

Dex+ 
PHE 

52.75  
± 3.74 

51.55  
± 4.19 

59.62 ± 5.10 6.14 15 0.01* NS * * 
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Table 12 – Effect of adrenergic receptor activation on IPSC decay time with 
and without Dex pre-treatment  

 
Control 

(ms) 
NE/Agonist 

(ms) 
NE/Agonist 
+Dex (ms) 

F n p 
Con vs 

NE/PHE 
Con vs 

NE/PHE+Dex 
NE/PHE vs 

NE/PHE+Dex 

NE+ 
Dex 

8.91  
± 0.50 

9.18 ± 0.52 9.48 ± 0.42 0.96 11 0.96 n/a n/a n/a 

PHE
+ 

Dex 

8.62  
± 0.50 

9.16 ± 0.49 n/a t=1.79 df=9 0.11 NS n/a n/a 

 

 
Control 

(ms) 
Dex  
(ms) 

Dex+NE/ 
Agonist (ms) 

F n p Con vs Dex 
Con vs 

Dex+NE/PHE 
Dex vs 

Dex+NE/PHE 

Dex+ 
NE 

8.46  
± 0.28 

8.82  
± 0.27 

9.35 ± 0.32 16.27 15 <0.0001* NS *** ** 

Dex+ 
PHE 

8.42  
± 0.37 

8.34  
± 0.36 

9.55 ± 0.48 17.42 15 <0.0001* NS ** *** 

 

 

Table 13 – Chi-square comparison of NE-alone versus Dex-primed NE 

 

 

 

 

 

Table 14 – Chi-square comparison of PHE-alone versus Dex-primed PHE 

 

 

 

 

 

 

 

 

X
2
 3.88 

df 1 

P-Value 0.05 to 0.02 

Significance * 

Chi-Square 
Increased 
Frequency 

No Change in 
Frequency 

NE-Alone 10 3 

Dex-Primed 15 0 

Chi-Square 
Increased 
Frequency 

No Change in 
Frequency 

PHE-Alone 5 5 

Dex-Primed 15 0 

X
2
 9.38 

df 1 

P-Value 0.01 to 0.001 

Significance ** 
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Discussion 

 The effect of norepinephrine on sIPSC frequency is in striking contrast to 

the effect of dexamethasone shown in chapter 2. Where Dex caused a small, 

though consistent, sIPSC frequency decrease, NE caused a dramatic increase in 

sIPSC frequency in MEC-LII principal cells. In general, NE quickly caused a 

robust increase in both sIPSC frequency and amplitude, and a gradual increase 

in decay time over time. NE also significantly increased frequency of terminal-

specific inhibitory signaling, but even more surprising is that the miniature ISPC 

frequency increase seen after NE also only occurs in 70-80% of principal cells in 

MEC-LII. It is unclear if the subset of cells with unaltered inhibitory input following 

NE (20-30%) is a distinct type of principal cell. It is certainly possible that choice 

of principal cell recorded from was unbiased, leading to an even distribution of 

recordings from each of the four principal cell types found in MEC-LII. If one of 

the four cell types is insensitive to NE-induced changes to inhibitory signaling, it 

could account for the 20-30% subset of insensitive cells seen in these 

experiments.  

In terms of intrinsic properties, previous studies have shown that NE 

hyperpolarizes 50% of cells in the MEC and is blocked by α2-AR antagonism, 

though this hyperpolarization occurs in higher proportion in LIII than LII (Xiao et 

al., 2009). Our findings show that NE caused hyperpolarization of Vm in only 3 of 

8 cells, which is consistent with previous findings. Furthermore, average baseline 

Vm in NE-sensitive cells was significantly hyperpolarized compared to NE-

insensitive cells, suggesting cell type differences consistent with the idea that 
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different cell types in MEC-LII have different resting membrane potentials. Also, 

average baseline input resistance of NE-insensitive cells was significantly greater 

compared to cells that show NE-induced changes in inhibitory signaling. 

Furthermore, average sag was close to zero in all three cells that failed to show 

an NE-induced increase in sIPSC frequency, though the average was not 

significantly different from the NE-sensitive group. This difference in intrinsic 

properties could be an indication that the NE-insensitive cells are a different cell 

type. True stellate cells are consistently measured as having the lowest input 

resistance and largest sag amplitude, true pyramidal cells have the highest input 

resistance and smallest sag amplitude, and the intermediate stellate and 

pyramidal cells measure on a gradient between the true stellate and pyramidal 

cell groups (Fuchs et al., 2016; Alonso and Klink, 1993). The number of NE-

insensitive cells (n=3) seen in the experiment measuring intrinsic characteristics 

is very low, and increasing the overall number recorded may reveal a significant 

difference in baseline sag between NE-sensitive and NE-insensitive cells. In this 

case, the true pyramidal cell class is the most likely subset of cells that fail to 

show NE-induced changes to inhibitory inputs.  

Because NE primarily affects frequency of both spontaneous and terminal-

specific signaling seen in the MEC-LII principal cells, the effect can likely be 

localized to the pre-synaptic GABAergic cells located locally and sending inputs 

to the principal cells. There is no evidence of differential expression of adrenergic 

receptors between the inhibitory or principal cell classes, but AR expression 

levels could be dramatically different between the different cell types. Given the 
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complex network of inhibitory inputs and the selective nature of the distinct 

interneuron classes in terms of targeting different principal cell classes, varying 

expression of ARs in the different interneuron classes could account for the NE-

sensitive and NE-insensitive groups seen in these experiments. It is important to 

consider that the subset of insensitive cells seen in these experiments, whether 

or not they can be classified as one of the four current principal cell type divisions, 

may not be due to cell-specific differences in adrenergic receptor level 

expression.  

 Previous studies have demonstrated the lack of an NE-induced increase 

in sIPSC frequency and amplitude in the presence of a α1-AR antagonist (Lei et 

al., 2007). Surprisingly, we show that the α1-AR agonist, phenylephrine, fails to 

significantly increase sIPSC frequency; however, 5 of 10 cells recorded showed 

an increase in sIPSC frequency similar to that seen with norepinephrine 

application (Fig. 3.14 A). NE also caused a marked increase in mIPSC frequency 

that was not fully accounted for by the increases seen independently with α1 or 

α2-AR activation (Fig.3.14 B). In fact, the α2-AR agonist, UK14304, failed to 

significantly impact spontaneous inhibitory signaling in MEC-LII principal cells, 

but significantly increased decay time of terminal-specific mIPSCs without 

affecting frequency or amplitude. Isoprenaline, a β-AR agonist, had no effect on 

frequency, amplitude, or decay time of sIPSCs, and mIPSCs were not tested. 

The marked amplitude increase in sIPSC amplitude seen with norepinephrine 

application could not be completely accounted for by any one of the AR agonists, 

and it is therefore assumed that the large amplitude increases are due to the 
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combined activation of multiple AR types (Fig. 3.14 A), though simultaneous 

activation of α1 and α2-ARs was not tested. 

 In the experiments shown above, 50% (33 of 66) of all cells did not 

respond (<15% increase) to NE, α1-AR agonist, or α2-AR agonist application in 

terms of changes to spontaneous or miniature IPSC frequency compared to 

control conditions. Testing with the β-AR agonist revealed a higher percentage of 

cells with sIPSC frequencies unaffected by NE application (4 of 5 total cells). It is 

also important to note that adding Dex to the bath following application of NE or 

α1-AR agonist resulted in a decrease in average sIPSC frequency in each 

condition, consistent with the effects of Dex applied alone. Surprisingly, when 

Dex was added to the bath after the control condition and allowed to perfuse for 

nearly fifteen minutes prior to adding either NE or the α1-AR agonist, every cell 

responded with a greater than 15% increase in sIPSC frequency after a ten 

minute application of NE (15 of 15 cells) or α1-AR agonist (15 of 15 cells). This 

finding suggests two previously unidentified effects in MEC-LII principal cells. 

First, there are a proportion of cells in MEC-LII that are unresponsive to NE in 

terms of changes to frequency of IPSC signaling. Second, incubation of MEC-LII 

principal cells in dexamethasone eliminates this set of non-responders so that all 

principal cells in MEC-LII show an NE-induced increase in sIPSC frequency. 

Based on the data shown above, we suggest that dexamethasone is priming a 

subset of cells to become responsive to NE application that were previously 

unaffected, and that this priming effect occurs rapidly and is likely to be working 

through GR in a transcription-independent fashion.  
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Figure 3.14 – Effect of AR activation on IPSCs in MEC-LII principal cells. 

 

 

A) 
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Fig. 3.14: X-axis: AR agonist. Y-axis: Percentage of measured IPSC characteristic (frequency, 
amplitude, or decay) in drug normalized to the corresponding control value. A) Effects on 
spontaneous IPSCs only. B) Effects on miniature IPSCs only. 
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CHAPTER 4: CONCLUSIONS 

 These findings demonstrate the ability of stress hormones to markedly 

alter inhibitory signaling within MEC-LII circuits. Glucocorticoids, both 

corticosterone and dexamethasone, consistently and rapidly decrease frequency 

of spontaneous inhibitory signaling in MEC-LII principal cells. Naturally, MR has a 

high affinity for glucocorticoids and is bound and activated at much lower 

concentrations than GR, which has a much lower affinity for glucocorticoids, and 

the GR is not activated until concentrations are greatly increased above basal 

levels (Timmermans et al., 2013; de Kloet et al., 1998). Because the same effect 

on sIPSC frequency is seen in the presence of both Cort and Dex, and the fact 

that Dex is a glucocorticoid receptor (GR)-specific agonist, glucocorticoids likely 

exert this frequency modulation by acting through GR rather than the 

mineralocorticoid receptor (MR). Because glucocorticoids did not alter miniature 

IPSCs in MEC-LII principal cells and failed to alter IPSC amplitude, we conclude 

that GR activation resulting in decreased sIPSC frequency cannot be due to pre-

synaptic GR-induced modulation of terminal-specific GABA release or post-

synaptic GABAA receptor modulation. It is more likely that activation of 

membrane GR occurs at the pre-synaptic cell to decrease frequency of spike-

evoked GABA release. However, we cannot rule-out the idea that post-synaptic 

GR activation leads to retrograde release of endocannabinoids or nitric oxide 
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(Kano et al., 2009). Depolarization-induced suppression of inhibition (DSI) is a 

commonly known mechanism in which endocannabinoid release from the post-

synaptic cell acts on pre-synaptic endocannabinoid receptors to decrease GABA 

release. Glucocorticoids are also known to trigger release of NO through 

activation of GR, which acts on pre-synaptic GABAergic cells to increase spiking 

(Nahar et al., 2015). To localize the mechanism of rapid glucocorticoid action it 

would be necessary to see if the glucocorticoid-induced frequency effect persists 

in the presence of G-protein and retrograde signaling blockers.  

Within minutes of perception of a stressful situation, blood glucocorticoid 

levels rise to concentrations sufficient for GR binding, thereby enacting another 

pathway to enable the organism to better attend to the burden. This sort of 

spillover effect leading to the activation of GR indicates a biological mechanism 

for dealing with stressful stimuli, and is likely the reason for the effects seen on 

signaling in the above experiments. We show that glucocorticoids, at levels 

normally seen in the circulating blood of an organism recently exposed to a 

stressor, activate GR to dampen inhibitory signaling within MEC-LII. Rapid 

effects of membrane GR are seen in multiple species and are considered an 

evolutionarily conserved mechanism (Dallman, 2005), indicating that this 

response is adaptive and maybe an effective means of dealing with stressful 

stimuli. Independent of other stress hormones, it might then be reasonable to 

hypothesize that decreased frequency of inhibitory signaling in stressful 

situations is an organism’s means of increasing excitability and timing of 

functional output of MEC-LII cells to enhance signaling along the known memory 
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pathways from the MEC to the hippocampus. One factor to consider for this 

increase in signal-to-noise ratio hypothesis is that decreased inhibition does not 

necessarily make a cell more excitable, and the cellular output would need to be 

tested. Furthermore, given the known importance of oscillatory activity in MEC-LII, 

a change in signal-to-noise ratio could dramatically alter theta-nested gamma 

known to be crucial for spatial memory processing. The results of this study do 

not provide a complete explanation for GR’s role in stress-induced modulation of 

spatial processing, but they clearly define how GR, independent of other stress 

hormones, can modulate inhibitory signaling within spatial memory processing 

pathways.  

 Glucocorticoid levels are not the only hormones to rapidly rise during 

stress. The stress response includes activation of the sympathetic nervous 

system to increase NE release. In fact, NE release following stress achieves a 

systemic response more quickly than glucocorticoids. Not surprisingly, activation 

of adrenergic receptors (ARs) also rapidly modulated inhibitory signaling within 

MEC-LII circuits. Unlike glucocorticoids, NE dramatically increased both the 

frequency and amplitude of inhibitory inputs onto MEC-LII principal cells at levels 

2-3-fold higher than the decrease seen after glucocorticoid application (~35% 

increase in NE versus ~13% decrease in Dex and ~19% decrease in Cort). 

Application of a α1-AR agonist was able to mimic the large increase in sIPSC 

frequency seen with NE in only half of the cells tested, and failed to mimic the 

NE-induced increase in sIPSC amplitude. We hypothesize that simultaneous 

activation of the different α and β-ARs is the only way to mimic the NE-induced 
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amplitude increase, but this was not tested. Interestingly, we also show that NE 

increased frequency of miniature IPSCs indicating that spontaneous GABA 

release at the synaptic terminal increases even in the absence of cell spiking. 

The terminal-specific increase in mIPSC frequency was not mimicked by either 

the α1 or α2-AR agonist alone. We therefore hypothesize that both α1 and α2-

ARs together must contribute to the NE-induced increase in terminal-specific 

GABA release. We hypothesize that the NE-induced increase in IPSC frequency 

is a pre-synaptic effect through activation of ARs located at the pre-synaptic cell 

terminal to increase GABA release. No matter the mechanism, NE causes a 

strikingly large increase in inhibitory signaling in MEC-LII. The reason for this 

level of increased inhibitory tone is unclear, though it does not necessarily follow 

that increased inhibition in MEC-LII decreases functional output.  In fact, 

sufficiently large hyperpolarizing pulses in MEC-LII stellate cells cause rebound 

spiking through activation of HCN channels (Ih) (Alonso and Klink, 1993), 

meaning inhibition can be readily converted to an increase in cellular output, 

though this remains to be tested.  

Because stressful stimuli cause nearly simultaneous release of NE and 

glucocorticoids, an organism would not naturally experience the effects of these 

hormones independently. Three factors make it necessary to understand the 

interplay between the different responses to the two stress hormones when 

applied separately: first, the magnitude of the NE inhibitory response is greater 

than the opposing glucocorticoid effect, second, the NE and glucocorticoid 

responses counter each other in terms of direction of frequency modulation, and 
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third, glucocorticoids seem to exert consistent sIPSC frequency modulation 

across all cells while AR activation fails to modulate frequency of either 

spontaneous or miniature IPSCs in 50% of MEC-LII principal cells (66 cells were 

tested with NE or AR agonists, and 33 showed less than 15% increase from 

control in either spontaneous or mini IPSC frequency). We show that co-

administration of the two stress hormones, dexamethasone and NE, causes 

differential responses depending on the order of application. Adding NE first and 

allowing NE to exert its full effects prior to adding Dex led to results that were 

consistent with each of the drug’s effects seen when administered individually, 

including the subset of cells (~23%) that were unresponsive to NE. However, 

when Dex was perfused for 15 minutes prior to receiving NE, every cell 

responded to the NE with a larger than 15% increase in sIPSC frequency. This 

finding is novel in two ways. First, it suggests that there is a subset of cells in 

MEC-LII that are unresponsive to NE without prior activation of GR. Previous 

tests on a mix of cells from MEC-LII and LIII in rats less than three weeks of age 

when MEC circuitry is not yet fully developed, showed that 100% of cells were 

affected by NE (Lei et al., 2007). This is the first test of NE’s effects when 

recording exclusively from cells in dorsal MEC-LII in animals old enough to have 

fully matured grid cells.  Second, incubation of MEC-LII principal cells in Dex 

eliminates this set of non-responders so that all principal cells in MEC-LII show 

an NE-induced increase in sIPSC frequency. Thus, activation of GR by Dex is 

priming a subset of cells to become responsive to NE application that were 

previously unaffected.  
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To further our understanding of how Dex primes ARs, we show that a 

subset of cells in MEC-LII (50%) are also insensitive to the α1-AR agonist,  PHE, 

and that incubation with Dex prior to adding PHE results in all cells (15 of 15) 

showing an α1-AR-induced increase in sIPSC frequency. The effect of priming 

the PHE-treated cells with Dex closely matched the priming effect with NE-

treated cells in terms of frequency (2-way ANOVA interaction, p=0.18), amplitude 

(2-way ANOVA interaction, p=0.51), and decay time (2-way ANOVA interaction, 

p=0.38) (Fig. 4.1 A, B, Table 15-17). Priming MEC-LII principal cells with Dex 

prior to adding α2 and β-AR agonists was not performed here because the effect 

of the α1-AR agonist fully accounted for the frequency increase seen with NE 

application. α2 and β-AR agonists applied alone failed to elicit frequency 

changes in nearly every cell tested (16 of 18 cells had less than 15% increase in 

IPSC frequency), so it is possible that Dex could prime these cells to become 

sensitive to their respective agonists.  

The priming effect observed with co-administration of NE and 

dexamethasone occurs too rapidly to be accounted for by transcriptional changes, 

which are generally seen more than 30 minutes after GR activation (Roszkowski 

et al., 2016). The priming effect seen here might be explained by an indirect 

interaction downstream of G-protein activation. In rats, both membrane GRs and 

ARs can rapidly alter signaling through transcription-independent mechanisms 

involving G-protein activation. The exact mechanism of rapid signaling changes 

following membrane GR activation remains unclear, so we cannot suggest an 

indirect connection between the downstream targets of GR and AR that could 
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lead to the synergistic effect seen during co-application of Dex and NE seen in 

these studies. In order to determine if the mechanism of the priming effect is G-

protein-dependent, we would need to add a G-protein blocker to the recording 

pipette to see if the priming effect persists; however, this remains to be done.  

The lack of NE effect seen in >20% of cells recorded emphasizes the 

need for identification of cell type in MEC-LII. The existence of NE-insensitive 

cells may suggest differential expression of ARs based on MEC-LII interneuron 

class or principal cell type, and immunohistochemistry may be able to determine 

if there are differences in AR expression between stellate and pyramidal cells. It 

would also be important to know if a subset of MEC-LII principal cells have 

differential sub-cellular locations of α1-ARs. Given that the different cell types 

have differences in type of inhibitory input as well as downstream projection 

targets, this lack of sensitivity for NE in one specific MEC-LII principal cell type 

could reveal important mechanisms by which memory-associated regions 

process spatial information.  

Though we are yet to investigate the mechanism of this priming effect, 

there is evidence that GR can interact with ARs. In the hypothalamus, GR 

activation by Dex internalizes α1-ARs to make the cells unresponsive to an NE-

induced increase in sIPSC frequency (Tasker, SFN abstract, 2015). 

Mechanistically, this suggests that Dex application can interact with ARs to 

influence their sub-cellular positioning. Our results would require activation of GR 

to cause AR membrane insertion in cells with mostly internalized α1-ARs. 

Evidence suggests that sub-cellular positioning can determine effectiveness and 
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affinity of AR agonists. In Cos-7 cell cultures, α1A-ARs are primarily located 

internally while α1B-ARs are primarily located in the cell membrane (Tsujimoto et 

al., 1998). Furthermore, α1-AR affinity for an agonist depends on whether or not 

the receptor is inserted in the membrane (Sugawara et al., 2002). If GR 

activation causes insertion of ARs into the membrane in the subset of cells that 

were previously unresponsive to NE, it could account for the priming effect 

observed. We hypothesize that this subset of NE/PHE-insensitive cells are true 

pyramidal cells. Interestingly, true pyramidal cells have the highest input 

resistance and smallest sag responses of the principal cells in MEC-LII (Fuchs et 

al., 2016; Alonso and Klink, 1993). Our results demonstrate that approximately 

one quarter of MEC-LII principal cells are insensitive to NE/PHE-induced 

frequency increases, that these insensitive cells have a significantly higher 

baseline input resistance compared to NE/PHE-sensitive cells, and that the 

insensitive cells have small (<1-2mv) or no sag response. Furthermore, 5HT3A 

interneurons exclusively inhibit true pyramidal cells in MEC-LII, and PV+ fast-

spiking interneurons synapse onto all MEC-LII principal cells except true 

pyramidal cells (Fuchs et al., 2016). Thus, sensitization of true pyramidal cells 

could be explained by GR-induced α1-AR membrane insertion in pre-synaptic 

5HT3A interneurons that do not express membrane-bound α1-ARs without GR-

activation (Fig. 4.2). 

No matter the mechanism, because the stress response is evolutionarily 

conserved, it is likely that the subset of NE-insensitive cells serves as an 

advantage to the organism in normal circumstances, though it remains unclear if 
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these cells are sensitized to respond to NE only in stressful situations, and what 

effect this has on the organism’s behavior. Interestingly, low magnesium-induced 

epileptic activity in the entorhinal cortex can be blocked by α1-AR activation 

following NE application (Stanton et al., 1987), suggesting an interaction between 

stress hormone pathways and that the observed increase in inhibition is 

important to suppress hyperactivity leading to epilepsy within known spatial 

processing circuits. Ultimately, a better understanding of the connection between 

stress and spatial memory processing has implications for both our 

understanding and ability to treat populations affected by epilepsy, post-traumatic 

stress disorder, Alzheimer’s disease, and learning and memory disorders.  

Determining the contribution of MEC-LII signaling modulation to stress-induced 

spatial memory deficits is the first step in creating a targeted approach for 

treatment in those afflicted.  
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Figure 4.1 – Comparison of effects of NE and PHE on sIPSC frequency, 
amplitude, and decay with and without Dex pre-treatment. 

 

A) 

 

 

 

 

 

 

 

B) 

 
NE-alone vs Con PHE-alone vs Con 

NE-Dex vs  
Dex-alone 

PHE-Dex vs  
Dex-alone 

Frequency  
% of Control 

134.83 ± 8.31 121.57 ± 13.84 153.39 ± 5.81 175.63 ± 18.49 

Amplitude  
% of Control 

148.99 ± 12.66 105.49 ± 11.68 147.01 ± 9.76 116.70 ± 5.08 

Decay Time  
% of Control 

103.93 ± 3.92 107.04 ± 3.50 105.88 ± 1.51 114.31 ± 2.94 

 

Fig. 4.1: A) X-axis: Treatment condition comparing the effects of NE and PHE when primed or 
not with Dex for sIPSC frequency, amplitude, and decay time. Y-axis: sIPSC characteristic 
normalized to its corresponding control. B) Table comparing the normalized effects of NE and 

PHE with and without Dex priming for sIPSC frequency, amplitude, and decay time. 
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Table 15 – 2-way ANOVA table for normalized sIPSC frequency effect of NE 
and PHE with or without Dex 

 
SS DF MS F (DFn, DFd) P value 

Interaction 4062 1 4062 F (1, 49) = 1.862 0.18 

Dex or not 16998 1 16998 F (1, 49) = 7.791 0.008 

NE or PHE 260 1 260 F (1, 49) = 0.1192 0.73 

 

 

Table 16 – 2-way ANOVA table for normalized sIPSC amplitude effect of NE 
and PHE with or without Dex 

 
SS DF MS F (DFn, DFd) P value 

Interaction 560.5 1 560.5 F (1, 49) = 0.4378 0.51 

Dex or not 274.5 1 274.5 F (1, 49) = 0.2144 0.65 

NE or PHE 17559 1 17559 F (1, 49) = 13.71 0.0005 

 

 

Table 17 – 2-way ANOVA table for normalized sIPSC decay time effect of 
NE and PHE with or without Dex 

 
SS DF MS F (DFn, DFd) P value 

Interaction 91.17 1 91.17 F (1, 49) = 0.7705 0.38 

Dex or not 274.2 1 274.2 F (1, 49) = 2.318 0.13 

NE or PHE 429 1 429 F (1, 49) = 3.625 0.06 
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Figure 4.2 – Functional hypothesis for Dex-induced sensitization of 
NE/PHE-insensitive cells. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4.2: Proposed model demonstrating how true pyramidal cells in MEC-LII could be insensitive 
to adrenergic receptor activation prior to Dex treatment. GR: glucocorticoid receptor; NE: 
norepinephrine; PHE: phenylephrine; AR: adrenergic receptor. This model proposes that α1-ARs 
are internalized in 5HT3A interneurons and therefore insensitive to NE/PHE application. Dex 
activation of GR leads to insertion of cytosolic α1-ARs into the membrane. Membrane-bound α1-
ARs are activated by NE/PHE to increase GABA release from the pre-synaptic terminal and 
increase sIPSC frequency recorded from the post-synaptic pyramidal cell. This model also 
suggests that the NE-sensitive principal cells in MEC-LII can be explained by α1-AR activation in 
pre-synaptic fast-spiking interneurons that naturally express membrane-bound α1-ARs, but do 
not synapse onto pyramidal cells (not shown). 
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