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1 ABSTRACT 

 
This study was conducted to statistically analyze proprietary groundwater monitoring data for 

evidence of hazardous waste release from a Type I surface impoundment located in a former 

metal reclamation facility in Louisiana. The data was collected approximately semi-annually over 

a period of ten years following the facility’s closure. In compliance with 40 CFR 265, the site has 

three wells in service to provide detection monitoring: one well as the hydraulically up-gradient, 

background well, and the other two wells as hydraulically down-gradient compliance wells. 

Constituents of concern include total and dissolved cobalt, copper, lead, molybdenum, nickel, and 

vanadium. Other field-measured parameters include: pH and conductivity. Analysis included 

nonparametric prediction limits for intra-well comparisons of background data to compliance data 

and analysis of outliers and trends prior using box and whisker plots, time series plots, and the 

Sen’s slope/Mann-Kendall test.  This study also explored inter-well comparison of average 

population ranks equivalent to the medians with the nonparametric version of the one-way 

analysis of variance (ANOVA), the Kruskal-Wallis test. The Sen’s Slope/Mann-Kendall test 

results show a decreasing trend in molybdenum across the site indicating a general change in 

groundwater quality over time. Inter-well testing found that the difference in medians between the 

compliance wells for all constituents is not statistically significant at the 95% confidence interval 

when examined using the Kruskal-Wallis test statistic. Medians of compliance wells (MW-10 and 

MW-11) were statistically different from the background well (MW-1) for conductivity and total 

metals: cobalt, lead, nickel, and vanadium. Using the parametric ANOVA test, a statistically 

significant difference was found between the means of all wells for the parameter pH. All 

constituents were within the set prediction limit values, however, with the exclusion of the 

parameter pH in well MW-11. Because this increase in pH is not correlated with a statistically 

significant increase in any of the measured constituents of concern, this study concludes that there 

has been no hazardous constituent release from the surface impoundment. The difference in 
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means or medians for constituents between the background well and compliance well suggests 

significant spatial variability may exist. Nonparametric intra-well testing should be continued as 

the choice statistical method. 
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2 BACKGROUND 

 
Groundwater monitoring programs are designed to assess the movement of contaminants within 

the environment, monitor the integrity of impoundments that are used to sequester waste, or a 

constituent of concern resulting from some industrial activity. To assess risk, groundwater 

analytical data is compared between compliance wells and background wells.  Ideally, the 

monitoring strategy should aim to detect a possible impact to groundwater at the earliest possible 

time and to minimize the rate of false positive results.  

Groundwater monitoring at industrial sites began in 1976 when the United States enacted the 

Resource Conservation and Recovery Act (RCRA) to address the growing need for solid waste 

and hazardous waste management. Under this act the Unites States Environmental and Protection 

Agency (EPA) was directed to promulgate regulations applicable to owners and operators of 

facilities that treat, store, or dispose of hazardous waste for the purpose of protecting human 

health and the environment. The regulations governing hazardous waste are found in Title 40 

Code of Federal Regulations (CFR) Parts 260-282. The States are allowed to implement their 

own rules and regulations as long as they are comparable or more stringent than federal 

regulations in the effort to protect human health and the environment. In Louisiana the 

Department of Environmental Quality (LDEQ) has promulgated Louisiana Administrative Code 

(LAC), Title 33 applicable to all releases which exceed federal or state health and safety 

standards.  

 

2.1 Site-History 
 
Proprietary data was obtained from Waldemar S. Nelson & Company for the purpose of 

conducting a statistical analysis of the groundwater monitoring data collected from a former 

metals reclamation facility. This data was collected over a period ten years following the closure 

of a hydro-metallurgical manufacturing and reclamation facility. The facility successfully ceased 
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operation and closed utilizing LDEQ’s Risk Evaluation/ Corrective Action Program (RECAP) 

and EPA Region 6’s Corrective Action Strategy in 2005. Upon closure, the facility identified a 

single surface impoundment to store remaining hazardous waste at the facility.  Previously used 

waste units were consolidated into this area known as the Wastewater Storage Pond (site). 

Wastewater solids, wastewater effluent, and wastewater solutions from other storage units at the 

facility placed at the site were characterized by their chemical composition. The chemical 

composition can be found in Table 1. The impoundment is approximately 9.75 acres containing 

volume of approximately 225,000 cubic yards. Its final cover consists of a compacted clay cap, 

topsoil, and vegetative cover.  

 
 

Table 1. Surface Impoundment Chemical Composition 

Wastewater Solids 

Ni 0.1 to 3% 
Cu 0.2 to 1.5% 
Ca 5.9 to 32.4% 
Mg 1.5 to 7.0% 
Na 0.2% 
Mo 0.1 to 3%  
V 0.1 to 3% 

Wastewater Solution 

Ni 0.1 to 0.5 ppm 
Cu <0.5 ppm 
Co <0.1 ppm  
Mo 1 to 20 ppm  
V 1 to 20 ppm  

Wastewater Effluent 

Ni <1 ppm  
Mo 5 to 10 ppm  
V 2 to 10 ppm  
Al <1 ppm 

 
 
Post-closure groundwater detection monitoring for the site began on November 1, 2005 and 

continued on an approximately quarterly basis until June 20, 2007, resulting in seven sampling 

events. As the sole remaining Type I classified industrial surface impoundment at the facility, the 

site required quarterly groundwater monitoring for a period of two years to create baseline data. 

Following the establishment of baseline data, semi-annual monitoring was conducted to ensure 

environmental and public health safety. Sampling occurred on a semi-annual basis after June 20, 
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2007, with the last date on record for this study being November 18, 2013. The total number of 

sampling events is twenty.  

 

One well (MW 1) located hydraulically up-gradient and near a river serves as the background 

well for the site. Two monitoring wells (MW 10, MW 11) were placed hydraulically down-

gradient and adjacent to the point of compliance at the site. This is in compliance with LAC 

33:VII.709.E. The distance between the two wells is approximately 800ft. Appendix A is a 

representation of wells MW-1, MW-10, and MW-11and their location relative to one another. 

Monitoring well location and depths were determined following a one yearlong site-specific 

groundwater elevation study, which established groundwater water flow across the site. 

Groundwater flow was determined to be consistent in an east to southeast direction across the 

facility. The wells monitor the uppermost aquifer consisting of laterally extensive silts and sands 

that occur within a depth range of 26 to 38 feet below ground surface (-24 to -36 feet mean sea 

level (MSL)). No potable freshwater aquifers have been identified beneath the facility.  

 

Facility managers determined the constituents of concern intrinsic to waste stored at the site to 

include the following: cobalt (Co), copper (Cu), molybdenum (Mo), nickel (Ni), vanadium (V), 

and lead (Pb). Total organic carbon (TOC), total organic halogens (TOX), pH and conductivity 

were also tested during the two years following closure to create baseline data in compliance with 

LAC 33:VII.709.E.3. After the baseline data was generated, sampling for TOC and TOX was 

abandoned as approved by LDEQ. This study only examines sampling data for total and 

dissolved metals identified, pH, and conductivity. 

 

2.2 Hazardous Metals 
 
Of the six constituents of concern examined in this study, copper, lead, and nickel are considered 

priority toxic pollutants by the EPA. While copper is considered an essential nutrient, acute 
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effects such as gastro intestinal disturbances, liver damage, renal damage, and anemia can occur 

at higher copper concentrations (Agency for Toxic Substances and Disease Registry, 2011) 

Sources of copper in groundwater include rock weathering, mining, corrosion of brass and copper 

pipes, and industrial wastes. Water storage reservoirs also frequently use copper sulfate as an 

algaecide. 

 

The presence of lead in the environment is ubiquitous. Most of it is due to human activities such 

as burning fossil fuels, mining and manufacturing. Lead most often occurs in drinking water as a 

result of pipe and fitting corrosion (WHO, 2011). The EPA considers lead to be a carcinogen and 

at even the lowest detectable levels lead has shown to generate negative health effects. This is 

particularly true for children. Organ systems affected by elevated blood lead levels include the 

cardiovascular system, the digestive system, neurological and reproductive systems  (Agency for 

Toxic Substances and Disease Registery, 2011) 

 

Nickel is a common natural element used industrially for manufacturing stainless steel, magnets, 

and rechargeable batteries. It is a known human carcinogen particularly through inhalation. 

Ingestion may cause nausea, vomiting, shortness of breath, and harm to pregnancies (Public 

Health England Center for Radiation, Chemical, and Environmental Hazards, 2009).   

 

Cobalt is found naturally in the earth’s crust but not in its free form. It is an essential element as a 

component vitamin B12. Sources of free cobalt are usually a result of industrial mining for copper 

and nickel. Cobalt’s toxicity has recently garnered a lot of attention due to the increase in law 

suits resulting from metal-on-metal hip replacements in which a cobalt/chromium alloy was used. 

Cobalt ions disassociated from the prosthetic joints and accumulated in the surrounding tissues 

and blood causing visual impairment, deafness, heart failure, and skin rashes (Tower, 2010).  
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Molybdenum and Vanadium receive a disproportionate amount of attention when compared to 

the previously listed metals. Only 1.7% and 1.3% of publications regarding metal contamination 

in soils reference molybdenum and vanadium, respectively (Vodyanitskii, 2012). Both 

Molybdenum and vanadium are considered essential elements. Vanadium in higher 

concentrations and oxidation states can cause adverse human health effects and toxicity to marine 

bacteria (Kamika & Momba, 2014). Vanadium has also been shown to bioaccumulation in 

vegetables and grasses (Khan et al., 2011). Molybdenum toxicity is often referenced in 

conjunction with impaired copper metabolism in cattle. Toxic effects in cattle herds include 

anemia, gastrointestinal problems, and reduced fertility to name a few (Blakely, 2013).   

 

In compliance with applicable federal and state rules and regulations, this site adheres to Table 1. 

of LDEQ RECAP screening standards for monitoring metals: 

!"#"$%&"'()%*+,--./.0%*12.32,34%56,%7,68.3921-,%
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(N)= based on non-carcinogenic effect 

(MCL)= based on EPA maximum contaminant level (MCL) for drinking water 
 
A screening standard for molybdenum does not appear on the LDEQ Screening Standards table.  

 

A frequent occurrence in reporting concentrations found in groundwater monitoring data for 

metals is the presence of non-detects. Non-detects are left-censored data meaning the true 

concentration is hidden somewhere between the laboratory reporting limit (RL) and zero. 

Statistically, this makes the evaluation of a null hypothesis that there has been no significant 
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increase in concentration hard to determine. Many studies have been done to more accurately 

determine what lies beneath the reporting limit of non-detect data and whether or not this data 

exhibits a normal distribution (Loftis et.al, 1999). This study explores the use of nonparametric 

statistical analysis methods as recommended by the EPA and the American Society for Testing 

and Materials International (ASTM). 

 

2.3 Parametric vs. Nonparametric 
 
To assist the states, EPA regions and water quality professionals with implementing the rules and 

regulations founded by RCRA, the EPA released “Statistical Analysis of Ground-water 

Monitoring Data at RCRA Facilities: Interim Final Guidance,” in April 1989. This document 

offered guidance in choosing the most accurate statistical method for analyzing groundwater data 

at that time. This document has since undergone significant revisions as amendments were made 

to the code of regulations and as experience with implementing various tests increased (EPA, 

1989).  

 

In 1992, the EPA issued an addendum to their guidance document entitled, “Statistical Analysis 

of Ground-water Monitoring Data at RCRA Facilities: Addendum to Interim Final Guidance.” 

This guidance document offered more insight into handling non-detects, or concentrations that 

are found by the laboratory to be below the reporting limit. It suggested several nonparametric 

techniques including: the Wilcoxon rank-sum test, nonparametric tolerance intervals, and 

nonparametric prediction intervals. Nonparametric methods were recommended as they do not 

involve assumptions about the shape of the data distribution (EPA, 1992). 

 

The addendum was not intended to replace the original guidance document; however, it offered 

suggestions which were contradictory to the original guidance document. To address this, the 

EPA released “Statistical Analysis of Groundwater Monitoring Data at RCRA Facilities: Unified 
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Guidance” in March 2009. Appendix B of this document provides specific details regarding the 

differences in statistical approaches to analyzing data which is highly left-censored or non-detect. 

Notably, the test of proportions which was suggested by both the 1989 guidance and the 1992 

addendum was deleted. The test of proportions assumes a normal distribution and ignores 

magnitudes of detect concentrations which could actually be different. For data >50% non-detect, 

the 2009 Unified Guidance offers three suggestions: 1) the Wilcoxon rank-sum test which 

accounts for orders of magnitude and is used in two-sample comparisons; 2) nonparametric 

tolerance limits or nonparametric  prediction limits; and 3) for >90% non-detect concentration 

data, the Poisson prediction and tolerance limits. Monte Carlo simulations have proven these tests 

to be more powerful than the test of proportions in analyzing non-detect data (EPA, 2009). 

 

In 2012, ASTM offered the, “Standard Guide for Developing Appropriate Statistical Approaches 

for Groundwater Detection Monitoring Programs.” It acknowledges that there is significant 

variability in the way in which the EPA regulations and guidance are interpreted and practiced, 

and seeks to limit the false positives and false negatives that could result. Here, ASTM 

consolidates the federal regulations 40 CFR Part 264 into a flow chart for determining the best 

course of action given the particular parameters of each facility and the quality of their 

groundwater monitoring data. In this guidance, where detection frequency is >25%, data should 

be screened for outliers and historical trends using Sen’s Slope test. Those outliers should then be 

removed and trends adjusted for before computing the nonparametric prediction limit. Where 

detection data is <25% it suggests setting the nonparametric prediction limit to the maximum 

quantified value not less than the laboratory reporting limit. If all data are censored, the 

nonparametric prediction limit should be set equal to the reporting limit.  
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2.4 Intra-well vs. Inter-well Testing 
 
In the development of a detection monitoring plan, thought must be given as to whether inter-well 

testing or intra-well testing is more appropriate. Inter-well testing is typically defined as a 

comparison of wells known to be uncontaminated by industry which are located hydraulically up-

gradient to wells which could potentially be impacted by industry located hydraulically down-

gradient. Up-gradient wells are known as background wells, and down-gradient wells are called 

compliance wells. Groundwater monitoring may also involve the use of intra-well testing, where 

new monitoring data are compared to historical data within the same well.  Intra-well statistical 

methods are recommended by both the EPA and ASTM in cases where only one background well 

exists and in cases where the percentage of non-detect data exceeds 50%.  

 

In cases were only one background well exists, intra-well methods are recommended on the basis 

that one well cannot sufficiently describe unaffected water quality at a site. Spatial variability 

may exist which inter-well testing may discover but incorrectly identify as a statistically 

significant increase in constituent concentrations. Intra-well methods are also recommended in 

cases where large proportions of data are non-detect.  
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3 HYPOTHESIS 

 

3.1 Hypothesis  
 

Groundwater at the facility has not been impacted by a hazardous release of constituents (copper, 

cobalt, nickel, lead, molybdenum, and vanadium) from the surface impoundment, and is therefore 

of similar quality to un-impacted groundwater. To test this hypothesis, groundwater obtained 

from an uncontaminated well (background well) will be compared to the groundwater from the 

wells near the surface impoundment (compliance wells) by the following methods:  

 

3.2 Aims 
 

The aims of this study are to evaluate and analyze the stated hypothesis using EPA approved 

statistical analyses.  

3.2.1 Aim 1: Trends Analysis 
 
The aim of the trends analysis was designed to determine which, if any, changes have occurred in 

constituent concentration on a per well basis over time. This analysis will include establishing 

increasing or decreasing in contaminant concentration trends over time using outliers analysis, 

time series plots, box and whiskers plots and the Sen’s Slope/ Mann-Kendal test. 

3.2.2 Aim 2: Intra-well Testing 
 
Intra-well analysis will be conducted to test the hypothesis that no statistically significant increase 

in measured constituents (copper, cobalt, nickel, lead, molybdenum, and vanadium) has occurred 

within the well, when compared to background data. Normality testing will be used to establish 

parametric or nonparametric prediction limits. 
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3.2.3 Aim 3: Inter-well Testing 
 
Inter-well testing for a difference in means or medians was performed. This aim seeks to compare 

the sample means from each well dataset. The study hypothesis assumes that there is no 

difference between the well data sets. These analyses include the nonparametric analysis of 

variance, the Kruskal-Wallis test, and the one-way analysis of variance ANOVA. 

 

Therefore, the testable null and alternative hypotheses include:  

H0:  The data from which the data sets have been drawn (MW-1, MW-10, and MW-

11) have the same mean or median. 

 

HA :  The alternative hypothesis states the means are not equal, and at least one sample 

group has a mean or median that differs from the background well mean or 

median. 
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4 METHODOLOGY 

 
 

4.1 Sampling Methods 

The groundwater sampling and analysis plan used for the site follows the requirements of LAC 

33:VII.3005-Appendix 3, as described below. Quarterly sampling of three wells occurred on six 

occasions beginning in November of 2005 until February of 2007. Sampling continued on a bi-

annual basis thereafter for seven years resulting in a total of twenty sampling events. The wells 

sampled include one well (MW-1) located hydraulically up-gradient from the site serving as the 

background well, and two wells (MW-10, MW-11) located hydraulically down-gradient and 

adjacent to the point of compliance, which serve as monitoring wells. Their location and depths 

were determined following a one yearlong site-specific groundwater elevation study, which 

established groundwater water flow across the site. These wells monitor the uppermost aquifer 

consisting of laterally extensive silts and sands that occur within a depth range of 26 to 38 feet 

below ground surface (-24 to -36 feet MSL).  

 

Prior to using any devices for measuring in the well, the devices were decontaminated by 

thorough rinsing with distilled water and placed on clean plastic sheeting to prevent ground 

surface contamination. The initial water level in the well was measured and recorded to the 

nearest 0.01 feet using a graduate tape with a plumb bob. This measurement was taken three 

times for accuracy with the depth to water referenced to the top of the well casing. 

 

Total well depth was recorded using a decontaminated graduated plumb bob and recorded to the 

nearest 0.01 feet from the top of the well casing reference point. Three replicate measurements 

were taken to assure accuracy. In addition to these measurements, the date, time, monitor well 
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number, name of person recording data, and weather conditions were also recorded in a field log 

book.  

 

Each well monitored was purged while wearing latex gloves using a well-dedicated PVC bailer 

with a polypropylene or nylon cord to prevent cross contamination between wells. Wells were 

purged to dryness or by removing three casing or well volumes. The well volume is equal to:  

 
!" ! ! ! ! !!! 

 
 
 
 
 

 

Where !" is the volume of water initially in 
the well in cubic feet, ! is the length of the 
well casing in feet, ! is the depth in feet from 
the top of casing to the initial water level, and 
! is the inside radius of the well in feet to the 
nearest 0.1. 
 

 
Wells were sampled immediately following purging and/or when sufficient water recharged the 

wells. Samples were placed in polyethylene bottles with the appropriate preservative, if any, 

provided by the commercial laboratory used for analysis. Specific conductance, temperature, and 

pH were tested using calibrated field instruments and recorded in the field log book. The samples 

were then placed in an ice chest (held at approximately 4 degrees centigrade) and delivered to the 

laboratory immediately thereafter.  

 

One field blank was collected during each sampling event by filling a sample container with 

distilled water while in the field. To check for natural sample variance, one duplicate sample was 

collected during each sampling event side-by-side with primary samples.  

 

A Louisiana Department of Environmental Quality (LDEQ) accredited commercial laboratory 

analyzed all samples using inductively coupled plasma-atomic emission spectrometry (ICP-AES), 

Method SW-846 6010A or 6010C, as described by the EPA for the following constituents: nickel 

(Ni), copper (Cu), cobalt (Co), molybdenum (Mo), vanadium (V), and lead (Pb). All samples 
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were labeled using a water resistant marker. Containers were filled to the top so that no air 

remained in the container and sufficiently tightened. A chain-of-custody and analytical request 

form accompanied the samples to the laboratory.  

 

4.2 Statistical Analysis 

All statistical analyses were performed using SanitasTM v.9.0 Groundwater Statistical Software 

Program (SanitasTM). Descriptive data analysis was conducted on all data values to identify trends 

outliers, normality and distribution spread. To test background data for stability prior to forming 

intra-well prediction limits, the Sen’s Slope, Mann Kendall test was performed which plots 

observations versus time. 

 

Intra-well testing for each well/constituent pair was conducted using either parametric or 

nonparametric prediction limits as dictated by the normality of the data distribution. In the 

construction of prediction limits, background data was chosen from sampling events occurring 

from 11/1/2005 to 12/13/2011. The compliance data was chosen from the next four sampling 

events which took place in 2012 and 2013.  

 

 Inter-well testing for each constituent was performed using either the parametric or 

nonparametric ANOVA test. In the cases where the nonparametric ANOVA was utilized, a 

Kruskal-Wallis test statistic was generated as a comparison of average population ranks 

equivalent to their medians. Raw data tables can be found in Appendix B.  
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4.2.1 Trends Analysis 
 

 

4.2.1.1 Box and Whisker Plots 

Box plots were created for this study to describe the symmetry of the distribution and data spread. 

All three wells were assessed side-by-side for each constituent to visually highlight the 

similarities and differences in distribution and to check for spatial variability. 

 

Box and Whisker plots divide ordered data into percentiles. The box drawn in the center describes 

the inter quartile range, between the 25th and 75th percentiles. The whiskers are drawn to the 

minimum data value and the maximum data value thereby describing the breadth of the 

distribution tails. The mean is identified with an x, and the median is identified as the central line 

within the box.  

 

Normally distributed data would present a box plot with the mean and median in the center of the 

box and whiskers of equal length with no potential outliers. In Log normal distribution data, the 

mean is larger than the median and the whisker identifying values above the upper 75th percentile 

will be larger than the lower whisker. 

 

4.2.1.2 Outliers 

Outliers were tested for using the 1989 EPA Outlier test provided by SanitasTM. Outliers are 

observation values that are vastly different from other observation values. Outliers can occur 

when there is variability in the constituent being measured, or they can occur due to experimental 

error such as, sampling error or laboratory analysis error. In the SanitasTM program, data is first 

tested for normality using the Shapiro-Wilk Test described below. The procedure then follows 
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that the mean and standard deviation are calculated once data values are log transformed and 

ordered. The outlier test statistic !!  is calculated: 

 

!! !
!! ! !
!  

 
  
 

 
Where, !!!is the suspect observation, ! the 
sample mean, and ! the sample standard 
deviation.

The absolute value of outlier test statistic,  !"# !! ! is then compared to the critical value, 

!! !!!"  for the given sample size, n (Table 8, Appendix B, EPA, April 1989). Statistical 

evidence that a suspect observation (!!! is an outlier occurs if !"# !!  exceeds the tabulated 

value. In this case, that observation would be removed and the remaining dataset would be 

retested until all outliers have been determined. 

 

4.2.1.3 Shapiro-Wilk Test 

All well/constituent pairs were tested for normality using the Shapiro-Wilk Test (or ! test) 

provided by SanitasTM. These results were generated within the 1989 EPA Outlier test described 

above. The Shapiro-Wilk test statistic is used to determine whether or not the data set forms a 

normal or log normal distribution for any data set ! ! 50 (Gilbert, 1989). It tests the null 

hypothesis 

 

H0:  The population has a normal or log normal distribution. 

versus 

HA :  The population does not have a normal or log normal distribution. 

 

The ! test statistic of H0 is then derived from the following: 

 

1. The denominator ! for the ! test statistic is computed for ! data: 
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! ! !! ! !
!

!

!!!
! !!!

!

!!!
! !
! !!

!

!!!

!

 

 

Where: !! is the value for the ! th observation, ! is the mean for the ! observations, and 

! is the number of observations. 

2.  ! data is ordered from smallest to largest before computing ! where: ! ! !
!  if ! is even  

and ! ! !!!
!  if ! is odd. 

3. For the observed value !  locate coefficients !!! !!! !!! !!  in Table A 6 (Gilbert, 1989) 

4.  The ! test statistic is then derived from the following: 

 

 

! ! !
! !!

!

!!!
! !!!!! ! ! !

!

 

 

5. The " is set at 0.10 level of significance. H0 is rejected at the " =0.10 significance level if 

! is less than the quantile given in Table A7 (Gilbert, 1989). 

 

4.2.1.4 Time Series  

To visually assess concentration data for randomness, trends over time, and variability, time 

series plots were created using concentration data versus time.  Concentration data were placed 

on the vertical axis and time intervals were placed on the horizontal axis. All three wells were 

plotted side-by-side for each constituent to visually highlight the similarities and differences in 

distribution data and trends across wells. 

 



 21 

4.2.1.5 Seasonality 

The data provided included samples which were collected quarterly for approximately two years 

and on a semi-annual basis for approximately eight years. At least 4 values are required for each 

season to test for seasonality. For this reason, seasonality could not formally be tested.  

 

4.2.1.6 Sen’s Slope/ Mann-Kendall 

SanitasTM provided the Sen’s Slope/ Mann-Kendall trend test to formally evaluate evidence of 

linear trends on a per well per constituent basis. This procedure tests the null hypothesis H0, that 

there is no trend, versus the alternative hypothesis HA, that there is a trend at the "=0.10 

significance level. The Mann-Kendall test (Hollander & Wolfe. 1973) is a nonparametric test for 

linear trends which is built upon the idea that if no trend exists the data should correspond with a 

time series plot fluctuating randomly about a mean level with no apparent pattern upwards or 

downwards. If a trend does exist, the true slope can be estimated using a nonparametric 

procedure, the Sen’s Slope Estimate (Gilbert, 1987). The benefit of these tests is that they do not 

require the data to follow a specific distribution, which can be difficult to compute with censored 

data >50%.  

 

The Mann-Kendall test uses the relative magnitudes of data and not the actual value. In this 

procedure non-detects are assigned a common value equal to half their detection limits. Tied pairs 

are given a score of 0 in the calculation of the Mann-Kendall statistic S. The first step in the 

Mann-Kendall test is to order the data as they were collected over time: !!!!!!! !!. The next step 

is to determine the sign of all possible differences!!! ! !!, where ! ! !! 

!"# !! ! !! ! !!!"!!! ! !! ! ! 

!"# !! ! !! ! !!!"!!! ! !! ! ! 

!"# !! ! !! ! !!!!"!!! ! !! ! ! 
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Where, 

 !! != the value of the !"! observation; and  

!! = the value of the !"! observation. 

 
Finally, the Mann-Kendall statistic,!, is calculated thus: 
 
 

! ! !"# !! ! !!
!

!!!!!

!!!

!!!
 

 
 
 
Where,  

!  = the total number of observations; and  

!  statistic = number of positive differences minus the number of negative differences.  

 
In this study a two-tailed test was conducted for the presence of either an upward or downward 

trend. The absolute value of ! was therefore doubled and compared to the corresponding 

tabulated probability level. The null hypothesis is rejected if the doubled ! statistic is less than the 

a priori " level. 

 

The Sen’s nonparametric estimator of slope computes the true slope if a linear trend is present as 

follows:  

 

For all non-detect data, the value of one half the detection limit is substituted. The !!!individual 

slope estimates,!!! are computed for each time period: 

 

! ! !!! ! !!
!! ! !  
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Where, 

 !!! ! !! = the data values at time !!!"#!! (in days), respectively, !! ! !! and 

 !!!= the number of data pairs for which, !! ! !!!  

 

Sen’s estimator of slope is the median of these !!!!values of ! (Gilbert, 1987).The median of 

!!!values is found by ranking ! values from smallest to largest. The middle ranked slope is 

chosen as follows with ! being the number of time periods:  

 

! !! ! !!! ! !!!!      if !!!is odd 

 

!
! ! !!!!! ! ! !!!!! !!   if !!!is even

4.2.2 Intra-well Testing 

Intra-well prediction limits were chosen for this study due to the large proportion of non-detects 

present in the data. Both the USEPA and ASTM recommend the use of intra-well nonparametric 

prediction limits in the presence of non-detects >50%. SanitasTM chooses the parametric 

prediction limit if the data set distribution is found to be normal or transformed- normal.  Where 

the presence of censored data exceeds 50%, the nonparametric test is automatically used. 

 

A nonparametric prediction limit is often simply the highest observed value in the background 

data set. Data sets are ordered and the maximum value or second maximum value is chosen as the 

prediction limit. The confidence level in correctly predicting the next m future sample can be 

found in Table 18-1, Appendix D of the Unified Guidance.  
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 In this study background data was chosen from the earliest sampling event 11/1/2005 through 

12/13/2011. The compliance data was chosen from the next four sampling events which took 

place semi-annually in 2012 and 2013. Outliers previously identified were removed prior to 

setting the prediction limit. The prediction limit is used for comparison with future values m. 

Future observations should fall within the set prediction limit value, or retesting may have to take 

place.  
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4.2.3 Inter-well Testing 
 
The ANOVA test procedure is used in this study as an inter-well test comparing the mean value 

of the background well (MW-1) with the mean values of the compliance wells (MW-10, MW-11) 

to determine if a significant difference exists. Both the parametric and nonparametric one-way 

analysis of variance were used in this study. As previously discussed, the nonparametric one-way 

analysis of variance is used whenever the underlying distribution cannot be determined due to the 

presence of left censored data totaling greater than 50%. Both methods require a minimum of 

three observations per well.  

 

4.2.3.1 Parametric ANOVA 

The parametric ANOVA test requires that the errors or residuals be normally distributed with 

equal variances. The residuals are the difference between the observed data value and the well 

mean. Residuals are calculated as: 

!!" ! !!" ! !! 

Where: 

!!"  = the !th ranked observation in the!!"!!well; and  

!!  = the mean of the observations in the !"! well. 

 

The Shapiro-Francia test for normality is then computed on the residuals (as described below). If 

the residuals fail the test for normality, they are log transformed and retested for normality. If this 

test fails, the nonparametric ANOVA is performed.  
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4.2.3.2 Normality 

A normal distribution, or Gaussian distribution, is defined by its probability density function, 

which follows a bell-shaped curve symmetrical about the mode µ (Rosner, 2006). The probability 

density function is defined mathematically as  

 

 
! ! ! !

!!!!"#!!!
!

!!!! !!!
!  

-#<x<# 

Where ! !  is the height of the curve at the 
value !, ! is the mean and !! is the variance 
of the distribution.  
 

Normality is an important consideration in choosing which statistical methods are appropriate for 

testing hypotheses. Many probability distributions are built on assumptions about how the data is 

distributed. Determining data distribution and normality becomes difficult with left-censored data 

or non-detects. Skewed distributions can result as the true concentration of non-detects lies 

somewhere between the reporting limit (RL) and zero. Normality was tested for visually using 

Box and Whiskers Plots. The Shapiro-Wilk Test for normality was used in the 1989 EPA Outlier 

test, and Shapiro-Francia Test was used in the ANOVA testing procedure.  

 

4.2.3.3 Shapiro-Francia test  

 
For inter-well well data sets where constituent values were pooled (! $ 50) the Shapiro-Francis 

test for normality was used at the "= 0.01 confidence. In cases where non-detects >50% the 

SanitasTM software automatically chose the nonparametric method in accordance with the EPA 

Unified Guidance. The results of the Shapiro-Francia test are generated with the ANOVA test. 

The Shapiro-Francia test statistic (SF) is calculated as follows: 

 

!" ! !!!!!!!
!!!

!

! ! ! !! !!
!!

!!!
 

 
Where: 
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 !!!! = the !th ranked observation of the sample,  

 !! = the approximate expected value of the ! th ordered normal quartile; and 

 !!= the number of observations, and ! the standard deviation of the sample.  

 
Values for  !!  can be approximately computed as: 
 

!! ! !!! !
! ! !  

 
Where: 

 !!! = the inverse standard normal distribution with zero mean and unit variance.  

 

The null hypothesis that the distribution exhibits a normal or transformed normal distribution is 

rejected if SF is less than the critical value found in Table A-3 (Appendix A; USEPA, 1992).  

 

4.2.3.4 Nonparametric ANOVA (Kruskal-Wallis) 

The Kruskal-Wallis test is a nonparametric alternative to the one way ANOVA test. This 

procedure does not require that the underlying distribution of that data be known. Instead, it tests 

differences in equivalent population medians based on ranks. All non-detects or left censored data 

are treated as tied values at the highest reporting limit. All “J” or “E” values are ranked at their 

estimated limit. The Kruskal-Wallis statistic, !, tests the null hypothesis H0: 

 

H0:  The populations from which the data sets have been drawn have the same 

median. 

versus 

HA :  At least one population has a median larger or smaller than the background 

population’s median. 
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The ! test statistic, where there are no ties, is then derived from the following: 

 

! ! !"
!!! ! !!

!!!
!!

!

!!!
! !!! ! !! 

 

Where:  

!! ! the sum of the ranks of the !"! group, 

!! !the number of observations in the !"! group, 

! = the total number of observations; and 

! = the number of groups.  

 

The !! test statistic, where there are ties, is derived from the following: 

 

!! ! !

! ! !!!
!!!

!!! ! !!
 

 

Where:  

! ! the number of groups of distinct tied observations’ 

! = the total number of observations; and 

!! is calculated as: !! ! !!!! ! !!!. 

 

Where:!

 !!= the number of observations in the tie group !. 
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Calculated values for ! and !! are then compared to the tabulated chi-squared value with (K-1) 

degrees of freedom, (Table A-1, Appendix B; USEPA, April 1989), where K is the number of 

groups. Wherever ! or !! exceed the tabulated critical value the null hypothesis is rejected. 
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5 RESULTS 

 

5.1 Trends Analysis 

5.1.1 Outliers 
Outliers were tested for using the 1989 EPA Outlier test provided by SanitasTM v.9.0 

Groundwater Statistical Software Program (SanitasTM). Where statistical outliers were observed, 

those values were flagged and excluded prior to the construction of trend testing and statistical 

limits. Table 2. denotes values which were determined to be outliers: 

 
Table 2. Outliers Identified 

Constituent Well  Date  Value 
Total Vanadium MW-11 6/20/2007 .21 mg/L 
Conductivity MW-10 8/15/2006 12006ug/cm 

 
The 1989 EPA Outlier test results summary and graphs can be found in Appendix E.  

 

5.1.2 Sen’s Slope/Mann-Kendall 
 
The Sen’s Slope/ Mann-Kendall trend test was used to evaluate all well/constituent pairs after 

outliers were removed. Statistically significant decreasing trends were identified in both up-

gradient and down-gradient wells (See Table 3.). A statistically significant increasing trend was 

found in well MW-10 for the constituent conductivity. Where increasing trends were identified 

over time, data was re-evaluated to determine whether earlier concentrations levels were no 

longer representative of present-day ground water quality. In those cases, background data was 

re-selected, eliminating samples taken from earlier time periods. The updated background was 

used in the construction of intra-well prediction limits in order to provide limits that will be 

regulatory conservative in detecting future changes in ground water quality.  
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Table 3. Statistically Significant Trends 

Well Constituent Directionality 
MW-1 (up-gradient) Dissolved Molybdenum  Decreasing 

Total Molybdenum Decreasing 

Dissolved Nickel Decreasing 

Total Nickel Decreasing 

pH Decreasing 
MW-10 Dissolved Molybdenum  Decreasing 

Total Molybdenum Decreasing 

Dissolved Nickel Decreasing 

Total Nickel Decreasing 

Conductivity Increasing 
MW-11 Dissolved Molybdenum  Decreasing 

Total Molybdenum Decreasing 

Dissolved Nickel Decreasing 

Total Nickel Decreasing 
 
The Sen’s Slope/ Man-Kendall test results summary and graphs can be found in Appendix F. 

  

5.2 Intra-well Testing 

For each well/constituent pair, background data was chosen from the earliest sampling event 

11/1/2005 to 12/13/2011. The compliance data was chosen from the next four sampling events 

which took place semi-annually in 2012 and 2013. The prediction limits set by background data 

were then compared to the compliance data to determine exceedance.  

 

Parametric prediction limits were used for the parameters of pH and conductivity, as the given 

values for those observations were found to be normally distributed by the Shapiro-Wilk test at 

the 99% confidence interval. An upper limit and lower limit was generated for pH at an alpha 

level of 0.05 (or 95% confidence). 
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Nonparametric limits were generated for all other constituents, either because censored data was 

greater than 50% or the data could not be transformed normal. In these cases only the upper limit 

could be quantified, and it is equal to the largest value in the background data set. The highest 

calculated alpha level for any individual nonparametric prediction limit is .059 (or 94.1% 

confidence). 

 

All well/ constituent pairs were found to be within the set prediction limits based on the chosen 

background data. The only exceedance was found for the constituent pH in well MW-11. 

Prediction Limits results summary and graphs can be found in Appendix G. 

 

5.3 Inter-well Testing 

The nonparametric ANOVA test was used for all metal constituent analyses except dissolved 

vanadium which was found to be log normal. Conductivity analysis followed the nonparametric 

method, as the Shapiro-Francia test showed the residuals to be non-normal at 0.01 alpha level. 

The nonparametric ANOVA was used to determine if a statistically significant difference exists 

between the average population ranks of compliance wells, MW-10 and MW-11 and the 

background well MW-1. In this procedure, the Kruskal-Wallis test statistic was generated in 

SanitasTM as described above. This statistic was then compared to the tabulated chi-squared value 

with 2 degrees of freedom at the 5% significance level, (Table A-1, Appendix B; USEPA, April 

1989).  
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The following statistically significant differences were determined:  

 
Table 4. Nonparametric ANOVA Significant Results 

Constituent Kruskal-Wallis 
statistic 

Tabulated Chi-
Squared Value 

Boneferroni post-hoc 
Significance 

Total cobalt H'= 13.51 5.991 
MW=10        no 
MW=11        no 

Total lead H'= 22.7 5.991 
MW=10        no 
MW=11        no 

Total nickel H'= 17.65 5.991 
MW=10        no 
MW=11        no 

Total Vanadium  H'= 12.53 5.991 
MW=10        no 
MW=11        no 

Conductivity H= 40.8 5.991 
MW=10        no 
MW=11        no 

 
In the cases where a statistically significant difference in average population ranks was 

determined, the contrast test, Boneferroni was applied post-hoc. This contrast test was used to 

determine which, if any, compliance wells were significantly greater than the background well. A 

result of no significance indicates that it is the background well, MW-1, which is significantly 

higher than the compliance wells, MW-10 and MW-11.  

 

The pH data passed the Shapiro-Francia test for normality on the residuals. Therefore, pH was 

analyzed with the one-way parametric ANOVA. Significant results are located in Table 5. 

 
Table 5. One-way parametric ANOVA Results 

Constituent F- statistic Tabulated 
F-statistic 

Boneferroni post-hoc 
Significance 

pH 71.13 3.162 
MW=10        yes 
MW=11        yes 

 
A complete results summary for ANOVA analysis can be found in Appendix H.  
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6 DISCUSSION 

 

6.1 Trends Analysis 

6.1.1 Outliers 

The observation, 0.21mg/L, on 6/20/2007 at well MW-11 for total vanadium was identified as an 

outlier by the 1989 EPA Outlier test. A review of laboratory reports from that day confirmed that 

0.21mg/L was the actual recorded value. The second highest observed value for total vanadium in 

well MW-11 was 0.037mg/L. The observation on 6/20/2007 was therefore determined to be a true 

outlier. Its origin could not be determined, and it was subsequently removed from the data set.  

 

The observation, 12006ug/cm, on 8/15/2006 at well MW-10 for conductivity was also identified 

as an outlier by the 1989 EPA Outlier test. The field data log for this day was not provided and 

could not be reviewed for confirmation. When data for this well is ranked, the second highest 

observation is 8718ug/cm. While the observation 12006ug/cm is high for well MW-10, this value 

happens to be the mean for the well adjacent to it, MW-11. This was also observed in the box and 

whiskers plot generated for conductivity. Whether or not observation, 12006ug/cm, is a true 

outlier for well MW-10 cannot be determined at this time. It should be noted however that it was 

removed from the data set prior to setting intra-well prediction limits and inter-well statistical 

analysis of variance. 

6.1.2 Sen’s Slope/Mann-Kendall 

Similar trends found in both up-gradient and down-gradient wells can be considered a change in 

overall ground water quality over time. Notably molybdenum exhibits a statistically significant 

decreasing trend across all well groups. Nickel exhibits a statistically significant decreasing trend 

in both compliance wells. The apparent trend may be due to the changes in reporting limits that 



 35 

have occurred over the past ten years more recently include estimated values between the 

reporting limit and the method detection limit.  (

(

6.2 Intra-well Testing 

All constituents were within the set prediction limit values, with the exclusion of the parameter 

pH in well MW-11. This increase in pH was not correlated with any other measured constituent. 

Greater variability in prediction limits well-to-well was observed for total metals concentrations 

than dissolved metals. This was observation is also depicted in the box and whiskers plots 

generated.   

 

6.3 Inter-well Testing 

Inter-well testing found that the difference in medians between the compliance wells for all 

constituents is not statistically significant at the 95% confidence interval when examined using 

the Kruskal-Wallis test statistic. Average population ranks of compliance wells (MW-10 and 

MW-11) were statistically different from the background well (MW-1) for conductivity and total 

metals: cobalt, lead, nickel, and vanadium. The hypothesis that the data was collected from a 

single homogenous population is rejected. 

 

6.4 Assumptions 
 
This study assumes that the background well, MW-1, is representative of overall groundwater 

quality at the facility and that it is uncontaminated by industrial activities at the site. This is an 

important assumption when conducting inter-well testing using ANOVA. 
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Decreasing trends found at the site for nickel and molybdenum could be a result of changes in 

laboratory reporting limits. Laboratory reports show that the method detection limit (MDL) was 

not reported before December 16, 2010. Prior to that period, all analytical reports contained only 

the reporting detection limit (RDL) which is often magnitudes higher than the MDL. The 

introduction of the MDL in laboratory reports allowed for some observations to be estimated 

instead of being declared non-detects. 

 

6.5 Limitations 

Historical data for background well, MW-1, was not provided or reviewed for evidence of 

stability or contamination.  

 

The oxidation reduction potential (ORP) was not a measured parameter. This could perhaps have 

led to more detailed studies into the nature of the soil/groundwater quality and interaction which 

may contribute to increases in pH, as found in well MW-11. The ORP and pH are both necessary 

to discovering the predominant oxidation state of each contaminant. The oxidation state is a 

determining factor in constituents’ mobility within groundwater.  
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7 CONCLUSIONS 

 
Using the ANOVA test, a statistically significant difference was found between the means of all 

wells for the parameter pH.  The increase in pH in well MW-11 could be due to spatial variability 

across the site. According to the site-specific groundwater elevation study, the wells monitor the 

uppermost aquifer consisting of laterally extensive silts and sands that occur within a depth range 

of 26 to 38 feet below ground surface at the facility. These silts and sands may not homogeneous 

in nature lending to the differences in measurements for pH and conductivity between wells.  The 

increase in pH was not correlated with a statistically significant increase in any other measured 

constituent of concern. As the increase in pH is not observed with a corresponding increase in any 

particular contaminant of concern, the change in pH may not be due to a hazardous release from 

the surface impoundment. Further investigation would be necessary to discover the origin of the 

increase in pH for well MW-11.  

 

The Sen’s Slope/Mann-Kendall test results show a decreasing trend in molybdenum across the 

site indicating a general change in groundwater quality over time. Inter-well testing found that the 

difference in populations between the compliance wells for all constituents is not statistically 

significant at the 95% confidence interval when examined using the Kruskal-Wallis test statistic. 

The means or medians of compliance wells (MW-10 and MW-11) were statistically different 

from the background well (MW-1) for conductivity and total metals: cobalt, lead, nickel, and 

vanadium.  

 

The difference in means and medians between the background well and compliance well suggests 

significant spatial variability may exist. Nonparametric intra-well testing should be continued as 

the choice statistical method. 

  



 38 

ACKNOWLEDGMENTS 
 
Special thanks to Dr. Brady Skaggs of Waldemar S. Nelson & Company for his expertise and 

patience, and for procuring this assignment. I would also like to recognize Ms. Kristina Rayner of 

Sanitas Technologies for her incredible assistance with Sanitas Software, Dr. Maureen Lichtveld 

of Tulane University for allowing me to begin again, and Dr. Robert Reimers of Tulane 

University for starting me on this journey.  

 
  



 39 

8 REFERENCES 

 
 
Agency for Toxic Substances and Disease Registery. (2011, March 3). Toxic Substances 

Portal. Retrieved from Agency for Toxic Substances and Disease Registery: 
http://www.atsdr.cdc.gov/substances/toxsubstance.asp?toxid=22 

 
Agency for Toxic Substances and Disease Registry. (2011, March 3). Toxic Substances 

Portal. Retrieved from Agency for Toxic Substances and Disease Registry: 
http://www.atsdr.cdc.gov/substances/toxsubstance.asp?toxid=37 

 
American Society for Testing and Materials. (2012). Standard Guide for Developing 

Appropriate Statistical Approaches for Groundwater Detection Monitoring 
Programs. PS 64-96. West Conshohocken, Pennsylvania: ASTM. 

 
Blakely, D. B. (2013, December). Overview of Molybdenum Poisoning. Retrieved from 

The Merck Veterinary Manual: 
http://www.merckmanuals.com/vet/toxicology/molybdenum_poisoning/overview
_of_molybdenum_poisoning.html 

 
Gilbert, R. O. (1987). Statistical Methods for Environmental Pollution Monitoring. New 

York: Van Nostrand Reinhold Company. 
 
Jim C. Loftis, H. K. (1999). Rethinking Poisson-Based Statistics for Ground Water 

Quality Monitoring. Ground Water, 37(2), 275-281. 
 
Kamika, I., & Momba, M. N. B. (2014). Effect of vanadium toxicity at its different 

oxidation states on selected bacterial and protozoan isolates in wastewater 
systems. Environmental Technology, 35(16), 2075-2085.  

 
Khan, S., Kazi, T. G., Kolachi, N. F., Baig, J. A., Afridi, H. I., Shah, A. Q., . . . Shah, F. 

(2011). Hazardous impact and translocation of vanadium (V) species from soil to 
different vegetables and grasses grown in the vicinity of thermal power plant. J 
Hazard Mater, 190(1-3), 738-743. 

 
Public Health England Center for Radiation, Chemical, and Environmental Hazards. 

(2009). Nickel Toxicology Overview. Retrieved from Health Protection Agency: 
http://www.hpa.org.uk/webc/HPAwebFile/HPAweb_C/1236757324101 

 
Tower, D. S. (2010, May 28). Cobalt Toxicity in Two Hip Replacement Patients. 

Retrieved from State of Alaska Epidemiology: 
http://www.epi.hss.state.ak.us/bulletins/docs/b2010_14.pdf 

 



 40 

U.S. Environmental Protection Agency (EPA). 1992. Statistical Analysis of Groundwater 
Monitoring Data at RCRA Facilities: Addendum to Interim Final Guidance. 
Washington, D.C.:Office of Solid Waste. 

 
U.S. Environmental Protection Agency (EPA). 1989. Statistical Analysis of Groundwater 

Monitoring Data at RCRA Facilities: Interim Final Guidance. Washington, 
D.C.:Office of Solid Waste. 

 
U.S. Environmental Protection Agency (EPA). 2009. Statistical Analysis of Groundwater 

Monitoring Data at RCRA Facilities: Unified Guidance. Washington, D.C.:Office 
of Solid Waste. 

 
Vodyanitskii, Y. N. (2012). Standards for the contents of heavy metals and metalloids in 

soils. Eurasian Soil Science, 45(3), 321-328.  
 
World Health Organization. (2011). Guidelines for Drinking-Water Quality Standards, 

4th edition. Geneva, Switzerland: WHO Press. 
 
 
  



 41 

9 APPENDICES  

 

9.1 Appendix A – Site Map 
 

9.2 Appendix B – Raw Data 
 

9.3 Appendix C – Box and Whiskers Plots 
 

9.4 Appendix D – Time Series 
 

9.5 Appendix E – Outliers 
 

9.6 Appendix F – Sen’s Slope/ Mann-Kendall 
 

9.7 Appendix G – Prediction Limits 
 

9.8 Appendix H – Parametric and Nonparametric ANOVA 
 
 
 
 



 

 

Appendix A 

 

Site Map 
!
  



! "#$%&'()*+!,-..! !

! /(01.2#*$-!,-..3!

! 4'()*+5#6-'!7.(5!8#36!6(!9()6:-#36!

;,<=>! ;,<==!!

!"

;,<=!

,#36-5#6-'!96('#&-!
?(*+!@926-A!

926-!;#1!

B2C-'!



 
 

!

Appendix B 

 

Raw Data 
!
! !































 
 

!

Appendix C 

 

Box and Whiskers  Plots 
! !



















 
 

!

Appendix D 

 

Time Series  
!  

















 
 

!

Appendix E 

 

Outliers 
!
! !



































 
 

!

Appendix F 

 

Sen’s Slope/ Man-Kendall 
! !





































 
 

!

Appendix G 

 

Prediction Limits 
!
!
! !

























































































 
 

!

Appendix H 

 

Parametric and Nonparametric ANOVA 
!
! !




































































