


Abstract

The shift from traditional print media to online platforms has revolutionized

the way people consume and engage with current events. To enhance user involve-

ment, these platforms typically employ personalization algorithms like recommen-

dation systems, that learn about users’ preferences from their past interactions and

suggest relevant content. Nevertheless, the use of such algorithms may result in bi-

ased engagement patterns caused by data that was influenced by the recommendation

system itself, leading to concerns about "filter bubbles" and "echo chambers". Such

entities cause users to be over-exposed to information that conforms with their pre-

existing beliefs while limiting exposure to opposing viewpoints. As a result, these

types of news consumption habits can bias users, leading to negative consequences

such as the hyper- partisanship, online polarization, and the spread of misinformation.

In this dissertation we aim to better understand factors that affect short-term and

long-term news engagement behavior on social media. To achieve this, we conduct

simulation studies to understand which aspects of recommendation systems contribute

to filter bubble formation. We propose attention-based neural networks to mitigate

these effects in content-based recommenders. In addition, long-term news engagement

behavior is examined by analyzing observational data collected from Twitter over a

decade. Our analysis focuses on a specific type of engagement behavior where users

exhibit distrust towards the news media they engage with and examine its impact

on engagement diversity. Finally, we propose forecasting methods to predict future

news engagement behavior of users which reveal factors that shape long-term news



consumption habits on social media.
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Chapter 1

Introduction

News ecosystems have shifted from traditional print media to online platforms

in recent years. This shift has fundamentally changed how people read and engage

with current events. Specifically, at least 48% of adults consume news through social

media in the United States [179] in 2021. These online platforms mostly employ some

form of machine learning based personalization algorithms (e.g., Recommendation

Systems) designed to filter and curate news content to increase user engagement

[37, 52, 87]. Frequently these types of algorithms undergo training by using users

prior interaction behaviors in order to learn their preferences and inclinations, and as

a result they can deliver a more personalized experience by recommending relevant

content that the users desire. However, this method of interactive retraining relies

on confounded data, i.e data generated as a result of the recommender system [28].

As a result, the algorithm biases a user’s engagement patterns towards a particular

direction that impacts the diversity of content they are exposed to.

This type of news consumption habits have led to concerns revolving around

"filter bubbles" [130] and "echo chambers" [66]. These are scenarios where users

are overexposed to information that aligns with their pre-existing beliefs and perspec-

tives while decreasing exposure towards information that contradicts their viewpoints.

This can have a "homogenization" effect where users become increasingly similar

in their behavior and ideologies, limiting exposure to different ideas and perspectives
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Figure 1.1: Dark Side of Online News Consumption

[125].

These entities are further shown to contribute towards political polarization

[6, 7, 35, 44] by decreasing exposure to diverse ideological points of view and forcing

extremism in prior opinions and beliefs, which in turn promotes consumption of hyper-

partisan news media [71, 99], which is shown to be one of the primary factors that

contributes towards the dissemination of misinformation [19, 112, 116] (Figure 1.1).

Due to these diverse issues that affect how users consume digital news, it is necessary

for us to gain a better understanding of the different factors that impact online news

engagement.

The aim of this dissertation has two main components. Firstly, we seek to

gain a deeper understanding of the factors that impact news engagement behavior in

the short term by conducting simulation-based studies, focusing on filter bubbles and

news recommendation systems. Secondly, we investigate long-term news engagement

behavior in online social networks by analyzing observational data.

Our initial focus is on examining the short-term effects of news engagement
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behavior, particularly in relation to the formation of filter bubbles in news recommen-

dation systems. We seek to gain a deeper understanding of the various biases that

contribute to this phenomenon, particularly when users have diverse preferences. To

accomplish this, we have compiled a vast dataset of over 900,000 news articles from 41

distinct news sources, which we have classified by topic and partisan inclination. Us-

ing simulation-based analyses, we explore the impact of different algorithmic methods

on filter bubble formation, taking into account the pre-existing preferences of users

based on Pew’s studies of political typologies. Specifically, we find that users with

more extreme preferences are presented with less diverse content but demonstrate

higher click-through rates than those with less extreme preferences. Furthermore, we

discover that content-based and collaborative-filtering recommenders produce signifi-

cantly different filter bubbles. Lastly, we observe that when users possess contrasting

partisan preferences on different topics, these recommenders tend to have a homoge-

nization effect, we denote this as "cross-topic homogenization".

Extending this work on filter bubbles and news recommendation systems, we

focus our attention on addressing the issue of cross-topic homogenization in content-

based news recommendation systems, specifically for users who have diverging polit-

ical preferences on different topics. For instance, some users may prefer conservative

articles on one topic but liberal articles on another. This can result in recommenders

suggesting articles with a similar political leaning on both topics, which can have a

homogenizing effect, particularly when both topics share politically polarized terms

such as "far right" or "radical left". To mitigate this issue, we propose using attention-

based neural network models trained in a multi-task based training setting, which can

increase attention on words that are specific to the topic while decreasing attention

on polarized, topic-general terms. We find that the proposed approach results in more

accurate recommendations for simulated users with such diverse preferences.
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We next examine long term factors that affect news engagement behavior on

social media. Moving away from simulation based studies as discussed above, we use

a decade worth’s of user data collected from Twitter. We first look at a specific type

of news engagement behavior in which users distrust, criticize or ridicule the news

source they engage with. This issue of criticism has a impact on

(1)hyperpartisanship, and misinformation [129, 145], (2) online polarization where

usually the intent of engagement is ignored [38, 64, 65]. Hence understanding the

prevalence and temporal dynamics of media-targeted criticism can help us better

measure the health of the information ecosystem. We propose weakly supervised

learning methods that leverages multiple noisy labeling functions based on both the

tweet’s content and the user’s historical news sharing behavior and train multiple

classifiers. With these classifiers, we then explore how tweets expressing criticism

interact with hyperpartisanship and misinformation sharing.

Lastly, we focus on forecasting news engagement behavior to better understand

the evolution of user behavior over time. By using deep learning-based sequence

models, we aim to predict future news engagement behavior for users and examine

the predictive factors that influence user engagement with unreliable or fake news

sources. This approach will enable us to gain valuable insights into the long-term

factors that impact user engagement behavior. The entire dissertation road-map is

shown in Figure 1.2.

The main contributions of this dissertation is as follows :

1. Constructed a novel News Article Dataset of 900K articles labelled across 14

Topics and 5 Partisan Stances.

2. Conducted Simulation Based Analysis to identify primary factors that lead to

filter bubble formation in content based and collaborative filtering based news

recommendation algorithms when considering users with heterogeneous partisan
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Figure 1.2: Dissertation Road-map

preferences across different political topics.

3. Proposed a attention based neural network models trained in a multi-task ap-

proach to mitigate cross-topic homogenization, a specific type of bias in news

recommendation system that leads to filter bubble formation [166].

4. Constructed a novel dataset of 6.5 million tweets that engage with one of 522

news sources over a ten year period.

5. Proposed a Weakly Supervised classification approach to identify scenarios of

criticism and distrust for online news engagement on twitter.

6. Proposed neural network based forecasting models to predict future news en-

gagement behavior on twitter.
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1.1 Dissertation Outline

The rest of this dissertation is organized as follows :

• Chapter 2 - Background and Related Work. This chapter focuses on

the background and related work that is relevant to the subsequent chapters.

The discussion centers around Recommendation Systems, Multi-task Learning,

and Weakly Supervised Learning, which are employed in this dissertation. The

primary focus is to provide a brief overview of these techniques and algorithms.

Additionally, relevant related works are discussed, with emphasis on the rela-

tionship between filter bubbles and personalization algorithms for news, the

various types of popular biases present in news recommendation systems, de-

tecting criticism in online news media, and user modeling for social media.

• Chapter 3 - The Interaction between Political Typology and Filter

Bubbles in News Recommendation Algorithms. This chapter discusses

our work on detecting and characterizing various biases that contribute to the

formation of filter bubbles in political news recommendation systems for users

with heterogeneous preferences through the use of simulation based analysis.

• Chapter 4 - Reducing Cross-Topic Political Homogenization in

Content-Based News Recommendation. This chapter discuses our work

on applying attention-based neural networks trained using a multi-task ap-

proach in order to mitigate the issue of cross-topic homogenization in content

based news recommendation systems.

• Chapter 5 - Characterizing Online Criticism of Partisan News Media

using Weakly Supervised Learning. This chapter discusses our work on

applying weakly supervised learning methods in order to detect criticism of

partisan news media on twitter.
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• Chapter 6 - Forecasting News Engagement Behavior. This chapter

discusses our work on developing neural network based forecasting models to

predict future news engagement behavior on twitter. We also analyze top pre-

dictive factors that affect user engagement with unreliable/fake news sources.

• Chapter 7 - Conclusion. This chapter summarizes the main findings in

this dissertation as well as discusses the future possible research directions of

understanding news engagement behavior in online information systems.

1.2 Published Work

The work completed and presented in this dissertation (Chapter 3 and 4) has

led to the following publications:

• Ping Liu, Karthik Shivaram, Aron Culotta, Matthew A Shapiro and Mustafa

Bilgic. "The Interaction between Political Typology and Filter Bubbles in News

Recommendation Algorithms." in The Web Conference (WebConf). 2020.

Code : https://github.com/IIT-ML/nsf-eager-filter-bubbles

• Karthik Shivaram, Ping Liu, Matthew A Shapiro, Mustafa Bilgic and Aron Cu-

lotta. "Reducing Cross-Topic Political Homogenization in Content-Based News

Recommendation". in ACM Conference in Recommender Systems (RecSys).

2022.

Code : https://github.com/tapilab/recsys-2022-political

In addition to these prior publications, the work discussed in Chapter 5 is

currently under review.

• Karthik Shivaram, Mustafa Bilgic, Matthew Shapiro and Aron Culotta. "Char-

acterizing Online Criticism of Partisan News Media using Weakly Supervised

https://github.com/IIT-ML/nsf-eager-filter-bubbles
https://github.com/tapilab/recsys-2022-political
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Learning". in Association for Computational Linguistics (ACL). 2023.

Code : https://github.com/karthikshivaram24/news-criticism-detection

The work discussed in Chapter 6 will be submitted to The International AAAI

Conference on Web and Social Media (ICWSM). 2023.

Code : https://github.com/karthikshivaram24/forecasting-news-engagement

1.3 Other Work

Apart from the research work discussed in this dissertation, additional work

has been accomplished during my PhD program, there are as follows :

• Characterizing variation in toxic language by social context. How two

people speak to one another depends heavily on the nature of their relation-

ship. For example, the same phrase said to a friend in jest may be offensive to

a stranger. We apply this simple observation to study toxic comments in online

social networks. We curate a collection of 6.7 K tweets containing potentially

toxic terms from users with different relationship types, as determined by the

nature of their follower-friend connection. And find that such tweets between

users with no connection are nearly three times as likely to be toxic as those

between users who are mutual friends, and that taking into account this re-

lationship type improves toxicity detection methods by about 5% on average.

Furthermore, we provide a descriptive analysis of how toxic language varies by

relationship type, finding for example that mildly offensive terms are used to

express hostility more commonly between users with no social connection than

users who are mutual friends.

This work led to the following publication :

– Bahar Rafdar, Karthik Shivaram and Aron Culotta. "Characterizing vari-

https://github.com/karthikshivaram24/news-criticism-detection
https://github.com/karthikshivaram24/forecasting-news-engagement
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ation in toxic language by social context." in The International AAAI

Conference on Web and Social Media (ICWSM). 2020

• How Does Empowering Users with Greater System Control Affect

News Filter Bubbles ? Algorithmic personalization of news enables online

users to find articles of interest; however, studies suggest that algorithmic fil-

tering can lead to “filter bubbles,” where users are presented with content that

they are more likely to agree with, leading to ideological segregation and exac-

erbating societal divisions. In most cases, users are unaware that they are being

presented a filtered view and hence are unaware that they are even in a filter

bubble. Even when aware, users often lack agency over the filtering process. In

this paper, we first design a political news recommendation system augmented

with an enhanced interface that exposes the political and topical interests the

system inferred from user behavior, and that additionally allows the user to

adjust the recommendation system to receive more articles of a particular topic

or political stance. We then conduct a user study to understand the impact of

the system on the news the user sees. By comparing system behavior with a

control group that uses a traditional interface, we find that transparency about

the algorithm helps people realize that they are in fact in a filter bubble. We

further find that, while a majority of people use the interaction tools to escape

from their algorithm-assigned filter bubbles, some actually use these tools to

more firmly root themselves in their respective bubbles. Finally, we find that

the interaction mechanism increases engagement with the system, leading to a

higher click-through-rate even when users are presented with a more diverse set

of news content

This work is currently being submitted to the ACM Conference in Recommender

Systems (RecSys). 2023.
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Chapter 2

Background and Related Work

In this chapter, we discuss and provide background and related work concerned

with the various problems that are addressed in this dissertation. To begin with, we

provide an overview of recommendation systems, multi-task learning, and weakly

supervised learning, which are all essential components of this research. Following

that, we present several related works that examine filter bubbles in the context of

recommendation systems, which we expand upon in Chapter 3. We also explore

prior research on identifying biases that impact recommendation systems, algorithms

employed in current news recommendation systems, and how they are vulnerable to

the problem of cross-topic homogenization as discussed in Chapter 4. Furthermore, we

discuss the issue of criticism of online news media (Chapter 5) and how it differs from

existing tasks such as sentiment analysis and stance detection. Finally, we examine

prior work into modeling user behavior on social media, which we use as a basis for

predicting news engagement behavior in Chapter 6.

2.1 Background

2.1.1 Recommendation Systems

Recommendation systems are a type of machine learning algorithm that are

designed to provide recommendation of objects based on a user’s unique preferences.

By analyzing a user’s past behavior and interactions with the system, it learns their
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preferences and makes tailored recommendations accordingly. The use of these sys-

tems is extensive across various industries such as e-commerce, social media, and

content streaming platforms. They cover a wide range of applications including news

[79, 95, 141, 143, 187, 188, 189, 202, 205], movies [46, 149, 153, 185, 199, 204], fash-

ion [32, 33, 80, 196], friend [5, 48, 81, 123, 180, 184], and music recommendation

[22, 74, 170, 178, 183], among others.

From a machine learning perspective these systems can be categorized into

3 main types - content based, collaborative-filtering based and hybrid (content +

collaborative) based recommenders.

Content based systems [24, 68, 133, 149, 169, 178, 181] recommend items to

users based on the attributes of the prior items they have previously interacted with.

These types of recommendation systems mainly utilize item attributes in order to

recommend relevant content to the user. Multiple types of content based attributes

from different modalities are used to train these types of systems ranging from text,

images, metadata, audio signals etc.

Collaborative-filtering based systems recommend items by measuring similari-

ties between users and items simultaneously. These types of systems learn patterns

in engagement behavior by considering users who have similar preferences to rec-

ommend items to other users and are mainly trained using data based on user-item

interaction in order to recommend relevant content to users. There are 3 main types

of collaborative-filtering algorithms which include item-based collaborative filtering,

user-based collaborative filtering and matrix factorization. Item-based collaborative

filtering [36, 77, 127, 156, 192, 201] methods represent a user profile based on their

past interactions with items, and then using the similarities between the target item

and the interacted items, determines how relevant the current item is to the user.

User-based collaborative filtering methods [14, 15, 160, 164, 182, 198] compares the
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similarity between the current user profile and other user profiles based on their past

ratings/interactions of items and recommends items that the most similar users like

for the current user. Matrix Factorization methods [9, 31, 76, 85, 97, 114] represent

both users and items as vectors in a low dimensional representational space and pre-

dicts ratings/feedback based on the inner product of these 2 vector representations.

Hybrid based [72, 101, 175] systems combine both content-based and collab-

orative filtering approaches to generate recommendations. This type of system uses

content-based approaches to generate an initial set of recommendations, overcoming

the "cold-start" problem and then uses collaborative filtering to refine the recommen-

dations based on the user’s preferences.

2.1.2 Multi-task Learning

Multi-task learning [26] is a type of machine learning approach where a sin-

gular model is simultaneously trained to perform multiple related tasks. Training

the model in this manner leads it to learn representations that generalize better than

just training on a single task as well as leverage correlations between the different

task labels. Generally associated with Deep learning [102], it can be divided into

2 main types, hard parameter and soft parameter sharing. Hard parameter sharing

[110, 111, 144] approaches have a set of shared layers to learn generalized representa-

tions which are followed by task specific components before prediction. Soft parameter

sharing [53, 122, 194] approaches have separate models assigned to each task, and

regularization is applied to minimize the difference between the parameters of these

models.

2.1.3 Weakly Supervised Learning

Weakly supervised learning is a sub-field of machine learning that uses noisy

sources of supervision to reduce human annotation effort. Common approaches in-
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clude (1) Self-training [91], a semi-supervised method where a model is first trained

on a limited labeled dataset. Next, the model is applied to a larger unlabeled dataset

to predict labels, and the most confident predictions are selected and added to the

labeled dataset for further model training. (2) Co-training [90], a semi-supervised

method where two distinct classifiers are trained on different feature subsets, each

with a small labeled dataset. In each iteration, the classifiers predict labels for the

unlabeled data using their respective feature sets. High-confidence predictions from

each classifier are then utilized to augment the labeled dataset for the other classifier.

This iterative process continues, with each classifier learning from the other’s aug-

mented dataset. (3) Crowd-sourcing [98, 103], Crowd-sourcing is a technique where

multiple groups of workers are utilized to label data. Due to the label noise introduced

by these workers, these types of methods aim to learn the expertise and reliability

of each worker in order to produce more reliable labels to train the model. More

recent approaches for weakly supervised learning utilize multi-task learning [146, 148]

or generative models [4, 197] to reduce the effects of label noise.

2.2 Related Work

2.2.1 Filter Bubbles and Personalization

Filter Bubbles are scenarios where users are over-exposed to information that

aligns with their pre-existing beliefs and perspectives, while decreasing exposure to-

wards information that contradicts their viewpoints [130]. These entities are primar-

ily a result of prolonged engagement between individuals and online platforms, which

tends to limit the diversity of content that users are exposed to. And diversity here

can occur in different forms, for example Content diversity in the case of News [117],

Movie [142] and Music Recommendations [157] and Demographic Diversity in the

case of Friend or User recommendations [174, 180]. In this dissertation we mainly
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focus on content diversity and propose multiple metrics to measure diversity across

topics and partisan stances for recommended news articles (Chapter 3).

These entities occur due to content filtering by recommenders as these systems

tend to prioritize content that is similar to what the user has already engaged with,

filtering out diverse perspectives that may challenge their views. As a result, the user’s

exposure to alternative viewpoints is significantly limited decreasing the diversity

of content shown. Prior work [20, 73] suggests that this effect can be particularly

damaging in the realm of politics and news consumption, where individuals who are

exposed only to news that confirms their existing beliefs can become more entrenched

in their ideological positions, contributing to online polarization and division [35,

172]. From a online user segregation perspective [78], they occur due to homophily

[119], the tendency of individuals to associate and seek out others who are similar

to themselves in terms of demographic characteristics, beliefs, attitudes, and values.

Causing these individuals to be more likely to encounter information and perspectives

that align with their views. This can lead to a confirmation bias [126], where people

selectively seek out and engage with information that confirms their pre-existing

beliefs, while dismissing or ignoring information that contradicts their views. As

a result, their exposure to diverse viewpoints and information is significantly limited,

further reinforcing their existing beliefs. And this can have drastic affects on online

political polarization [7, 38].

Much attention has been given to filter bubbles in the context of social media.

For instance, research on filter bubbles has shown that, with regard to Twitter, user

segregation is neither uniform across ideological orientations nor across the range of

topics available for consumption [12]. On Facebook, Bakshy et al. [7] examined 10 mil-

lion users to quantify individual exposure to diversified news, finding that liberals are

less likely to encounter ideologically cross-cutting news content than conservatives,
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a finding consistent with parallel research of Twitter [54]. Yet, online and offline

political engagement can increase with exposure to this cross-cutting news, particu-

larly when it originates from individuals not necessarily in one’s own filter bubble,

i.e. individuals with whom one has weak connections [121]. Beyond news articles

themselves, and highlighting the role of influential elites in filter bubble formation

[69], comments about content on Facebook and YouTube can also be predictors of

echo-chamber formation [18, 162, 163].

Beyond social media-based experiments, and given that, in the U.S., nearly

one-fifth of Democrats and Republicans obtain news in a filter bubble-like dynamic

[88], efforts have been made to simulate recommender systems to more closely ob-

serve filter bubble dynamics. These simulations are able to control select parameters,

altering specific characteristics of the online environment. Epstein et al. [57], for ex-

ample, evaluated “Search Engine Manipulation Effects” and confirmed that ranking

bias shifts the behavior of the voting population, thus increasing the vote share for

targeted candidates. This finding has since been confirmed via experiments using

representative samples of the American public [167]. Elsewhere, Geschke et al. [67]

constructed an agent-based model to test the emergence of the filter bubble effect,

while Chaney et al. [28] and Jiang et al. [86] attempted to build a simulation environ-

ment defining and measuring the filter bubble effect across a variety of recommender

algorithms.

Ultimately, filter bubbles have significant and often confounding effects with

regard to how people perceive consensus and mobilize around partisan and policy

issues [8, 21, 51, 56, 118, 155]. Without some form of intervention, there are significant

implications for how one is able to properly receive and process information, accurate

or otherwise. Information distortions may not consistently have lasting effects [154],

but filter bubbles can affect voters’ election-related decisions nonetheless [56].
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A number of strategies that aim to alleviate filter bubbles have been proposed.

Masrour et al. [116] study filter bubbles created by network link prediction algorithms

and propose a framework that utilizes adversarial learning to create more heteroge-

neous links in the network. Bhargava et al. [19] propose providing transparency and

content control mechanisms to the users to combat filter bubbles on social media. In

the news consumption domain, “bias alerts” sent to users can be considered partially

effective in mitigating the voting-related implications described above [57]. Providing

accuracy reminders before news is consumed may minimize the likelihood that people

will trust and share potentially inaccurate information [50, 135]. Yet, one’s under-

standing of what is truly inaccurate is confounded by news source. Specifically, Dias

et al. [47] find that source identification by users may help identify implausible news

content from trusted new sources while simultaneously making it more difficult to

identify plausible news content from untrusted news sources. This only reinforces the

need to use bias alerts and accuracy reminders before news is consumed and perhaps

periodically afterwards, too.

Having identified the need to account for both technological and psychological

factors, the work discussed in Chapter 3, examines precisely how machine learning

algorithms create a filter bubble effect for individuals with varying political views and

vary levels of exposure to the gamut of news content.

2.2.2 Bias in News Recommendation Systems

The focus on cross-topic homogenization (as discussed in Chapter 4) is mo-

tivated in part by sociological theories suggesting that polarization grows when an

individual’s partisan view on one topic "spreads" to another topic [44], for example

consider a user with heterogeneous preferences, where they have a liberal preference

for news articles about gun-control but a conservative preference for articles about

immigration, if a phrase like "extreme right" appears in liberal gun-control articles a
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user has liked as well as liberal immigration articles a user has not yet read, the rec-

ommender may incorrectly recommend liberal immigration articles due to the phrase

"extreme right" as content-based news recommenders learn text features that corre-

late with user engagement. Furthermore, comprehensive public polling by Pew shows

that many Americans do indeed have political stances that vary significantly by topic

[136], which is in line with research indicating that the public is less politically mono-

lithic than "elites," and that many citizens do not have fully-formed partisan opinions

on many topics [83]. Given these sociological findings, if recommendation systems are

systematically biased to show politically homogeneous content across topics, then they

may serve as accelerants of partisanship. This is particularly problematic if the user

initially does not have fully-formed opinions on a new topic, which is the scenario

we aim to simulate in our experiments by having one topic appear less frequently

than another. Recent work on content-based recommenders has shown that such

cross-topic homogenization can occur in political news recommendation [106]. Our

proposed methods are designed to understand how a recommendation system could

be trained to reduce the likelihood of this homogenization.

This work also builds on research studying how partisan bias manifests in

news media [23, 124, 139]. For example, Budak et al. [23] finds that news sources

of different political leanings are distinguished most by “disproportionately criticizing

one side.” In our data, we observe this in phrases like “far right” and “radical left,”

topic-independent phrases criticizing the out-group that can lead to cross-topic ho-

mogenization. Our proposed methods are specifically designed to reduce the influence

of such phrases.

Our work also adds to the growing study of different types of bias in recom-

mendation systems, such as popularity bias [1] where popular items are recommended

more frequently than less popular items, regardless of their relevance to the user’s



18

interests or preferences, and exposure bias [96] where the recommendations made to

users are influenced by their previous exposure to certain items, rather than their

true preferences. One major factor that leads to these types of biases is the presence

of feedback loops [115], which can contribute to the homogenization of users, causing

them to consume similar content while sacrificing utility [28, 106] (measure of how

useful or valuable a recommended item is to a user). Homogenization can also lead to

the creation of “filter-bubbles” [130] and “echo-chambers” [66], which may also influ-

ence polarization [27, 35, 41]. This is prominent in the case of news recommendation

systems [11, 64, 168], where several prototypes have been developed to give users

more control of the recommender system to increase diversity [19, 128]. Most prior

work focuses on increasing the overall partisan diversity of content exposure, ignor-

ing cross-topic effects; furthermore, most prior work focuses on collaborative filtering

recommendation systems [116]. In contrast, we focus here on mitigating cross-topic

homogenization in content-based recommenders (Chapter 4), filling a key gap in the

extant literature.

2.2.3 Modern News Recommendation Systems

Recently, a variety of deep learning based approaches have been proposed

for news recommendation [79, 95, 141, 143, 187, 188, 189, 202, 205]. Most of these

methods are content based, using attention-based deep neural networks to learn rep-

resentations of both the candidate news article and the user’s interest based on click

logs. The methods predict future click events based on the similarity between these

two representations [187, 188, 205]. Some prior work also uses observed topic informa-

tion to learn user interests in a hierarchical fashion [141] and also to enrich the news

article representation learned [79]. Modern pre-trained language models have also

recently been used in order to improve news and user representations [189, 202]. To

our knowledge, none of these prior approaches directly address the issue of cross-topic



19

homogenization. In our experiments in Chapter 4, we compare with a representative

baseline from this recent work by Zhang et al. [202], finding that it is also susceptible

to cross-topic homogenization.

2.2.4 Criticism of Online News Media

Journalism cannot be free from public scrutiny [25], which may at times be

highly critical and formalized (i.e., troll-based [138]). Indeed, the negative sentiment

expressed by the public toward journalists and the institution of journalism itself may

convey outright disgust and shame [165], most especially from those who are least

trustful of the news [92]. Extremist political groups have significantly helped foster

the view that the media is neither legitimate nor accurate [59]. Identifying media-

targeted criticism is important as it can help better analyze factors that influence

the spread of online misinformation [62] as well as help better determine the political

lean of different online media [173].

Although this task of detecting criticism (as discussed in Chapter 5) is related

to stance detection [3, 42, 176] and aspect based sentiment analysis [137, 152, 191]

it remains a distinct task as we try to identify scenarios where ridicule, distrust,

animosity, or sarcasm is shown towards a news source, rather than identifying the

emotional tone as in aspect-based sentiment analysis or the user’s opinion towards

the topic of the news source as done in stance detection we propose methods to detect

if the user criticizes the news source they engage with.

2.2.5 User Behavior Modeling

Prior work in user behavior modeling for social media based applications are

typically used for downstream tasks such as user churn rate prediction [2, 93, 193],

predicting item consumption and purchasing habits [16, 109], user return prediction

[89] and forecasting user engagement [108, 177]. Traditional methods [89, 109] typ-
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ically utilize handcrafted features to represent user behavior and apply statistical

learning techniques. Recently deep learning based techniques have been applied to

model user behavior [108, 177, 193]. The work proposed by Yang et al. [193] utilizes

LSTM models to learn effective historical patterns of user activity to predict churn

rate for a social media application, Liu et al. [108] utilizes GNN’s to model user ac-

tions and combines these with LSTM’s to capture temporal dynamics of actions in

order to forecast future user engagement on Snapchat.
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Chapter 3

The Interaction between Political Typology

and Filter Bubbles in News

Recommendation Algorithms

3.1 Introduction

Machine learning algorithms provide personalized curation of news, blogs, and

social media posts in order to improve user experience. However, there is mounting

evidence that this kind of automated filtering leads to ’filter bubbles ’, which are

scenarios where users are over-exposed to ideas that conform with their preexisting

perceptions and beliefs, prompting intellectual isolation [130]. In this chapter, I inves-

tigate this phenomenon in the context of political news recommendation algorithms,

which can have significant and often confounding effects with regard to how people

perceive consensus and mobilize around partisan and policy issues [8, 51, 56, 118, 155].

Prior work typically simplifies this problem space by reducing user preferences

to a single partisan score (e.g., strong liberal to strong conservative) [150]. However,

this ignores the nuanced and varied preferences across different topics. For example,

a user may have conservative views on abortion but liberal views on health care. In

this chapter, we are interested in understanding how a user’s preferences influence the

behavior of recommendation algorithms, and in turn the diversity of news content to
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which they are exposed to in the short term.

To investigate this, we first collect over 900K news articles from 41 sources

annotated by topic and partisan lean. Then, drawing on recent Pew surveys of po-

litical typology [49], we simulate nine classes of users (e.g., solid liberals, disaffected

Democrats, country first conservatives, etc.) with differing partisan preferences across

14 news topics. Next we conduct simulation studies to compare the articles recom-

mended by content and collaborative filtering algorithms with those articles recom-

mended by an “oracle” approach that observes the user’s true preferences. This

allows us to measure the change in diversity of recommendations introduced by the

recommendation system versus what would be expected based solely on the user’s

true preferences. Specifically, we compare recommendation diversity and user utility

measures to address the following research questions:

• RQ1 : How do user preferences influence the diversity of recommen-

dations ?

We find that users with more extreme preferences are shown less diverse content

but have higher click-through rates than users with less extreme preferences.

• RQ2 : How do filter bubbles vary by the type of recommendation

system they interact with ?

We find that the filter bubbles created by content-based recommenders and col-

laborative filtering are markedly different. Content-based recommendations are

susceptible to biases based on how distinctive the partisan language used on

a topic is, leading to over-recommendation of the most linguistically polarized

topics. Collaborative filtering recommenders, on the other hand, are suscepti-

ble to the majority opinion of users, leading to the most popular topics being

recommended regardless of user preferences.



23

Data Server

~900K articles

Search Engine
~ 400K 

Political articles

Oracle Labeling
~2000 articles

Relevant Topics

Build Classifiers

Collect Tweets

~ 120K relevant
Political articles

40K balanced 
dataset

Crawl the articles

Sample

Figure 3.1: Data Collection and Annotation Pipeline

• RQ3 : How does recommendation diversity vary for users with het-

erogeneous preferences ?

We find that when users have divergent views on different topics, recommenders

tend to have a homogenization effect. For example, if a user is conservative on

most issues, but liberal on health care, they are shown more conservative arti-

cles on health care than desired. The reasons again differ based on the type of

recommender: for content-based, lexical overlap between topics can mislead the

recommender; whereas for collaborative filtering, a small group of users with

heterogeneous preferences are "subsumed" by a majority group that has less

diverse views.

3.2 Data and Annotation

For this study, we require a large set of news articles annotated by both politi-

cal stance and topic. In this section, we summarize our data collection and annotation

process. Our overall approach is to use the news source as a proxy for political stance,

and to use text classifiers to assign one or more topics to each article.
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3.2.1 News article collection

To collect a range of political news articles, we first identified 41 featured news

sources from www.allsides.com, which annotates each source with a political stance

in {−2,−1, 0,+1,+2}, ranging from very liberal (-2) to very conservative (+2). The

ratings are based in part on user surveys of the perceived slant of the news source.

To collect articles, we next query the Twitter API with the URL of each source

to identify tweets that contain links to news articles. We then crawl each URL and

collect the title, source, and content of each article. We submitted these queries to

Twitter, continuously from September 2019 to August 2020, resulting in over 900K

articles. These articles are summarized in Table 3.1. Popular sources from each stance

include DailyBeast (-2, 17k articles), New York Times (-1, 47k), Forbes (0, 74k), Fox

News (1, 36k), and Brietbart (2, 28k). Each article is annotated with the partisan

score of its source.1

While this process gives us a broad range of articles from across the political

spectrum, it is of course not without some sampling bias. E.g., articles shared on

Twitter differ from a uniform random sample of all articles from all news sources.

However, given that our focus is on articles likely to be read and shared by users, this

sampling methodology seems appropriate for our purposes. To account for the un-

equal distribution of articles by partisan stance, in our experiments below we sample

to have a balanced distribution of articles.

3.2.2 Topic classification

From the 900K articles we collected, our next goal is to build a classifier to

annotate each article with the topics it discusses. To do so, we trained a two-stage

classifier: one to determine if the article is relevant to U.S. politics, and a second to

1While this may introduce some label noise at the article level [63], we expect this to have
limited impact in aggregate.
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stance interpretation # sources # articles % articles

-2 extreme left 10 93,700 10.1
-1 moderate left 11 282,432 30.3
0 neutral 8 286,639 30.8

+1 moderate right 4 93,279 10.0
+2 extreme right 8 175,998 18.9

Table 3.1: Statistics of collected news articles.

Topic Negative Labels Positive Labels

LGBTQIA 1,972 114
abortion 1,909 177
environment 1,963 123
guns 2,014 72
health care 1,947 139
immigration 1,978 108
racism 1,986 100
taxes 1,963 123
technology 2,032 54
trade 2,006 80
trump impeachment 1,803 283
us 2020 election 1,725 361
us military 2,001 85
welfare 2,002 84

Table 3.2: Label Distributions of Training Data for Topic Classification

assign one or more topics to the article.

To collect training data, we first independently annotated a sample of docu-

ments with political relevance and topics. Through several discussions and iterative

refinement, we arrived at the following list of 14 topics: abortion, environment, guns,

health care, immigration, LGBTQIA, taxes, technology, trade, Trump impeachment,

US military, welfare, US 2020 election, and racism.

To increase the training sample, we next sampled additional documents to

be annotated using Amazon Mechanical Turk. Using our expert annotations as a

guide, we identified 12 high-quality AMT annotators, and had them annotate 3,250

total documents, of which 2,086 were annotated as politically relevant. The label
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Accuracy F1 Recall Precision

0.7865 0.8307 0.7909 0.8773

Table 3.3: Performance of Relevance Classifier

distribution of this annotated dataset can be seen in Table 3.2.

From these labeled data, we next trained a binary classifier to determine if

the article is relevant to U.S. politics or not. For this we used a standard logistic

regression model using tf-idf features. Table 3.3 summarizes the accuracy of this

classifier.

For topic classification, as it is a multi-label classification task, we trained 14

independent binary classifiers (one per topic). As the label distributions are highly

imbalanced, we used SMOTE (Synthetic Minority Oversampling Technique) [30] to

over-sample the positive class. Each of these topic classifiers uses logistic regression

and tf-idf based features. The settings for the tf-idf vectorizer are as follows: the max-

imum number of features is 5,000, the maximum document frequency is 0.95, and the

minimum document frequency is 30. These classifiers were separately optimized using

a 5-fold cross validation loop with grid-search using the F1-score as the optimization

metric. Table 3.2.2 shows the final cross-validation results for each topic. While F1

is generally high, we note that the classifier has smaller F1 score for the technology

and welfare topics. For technology, this is likely do to ambiguity of whether an article

is related to U.S. politics – e.g., an article about Facebook’s earnings is not relevant,

but one that discusses new regulations is. For welfare, this topic is much broader than

the rest, covering everything from cash assistance programs to homelessness issues.

More training data would likely help here.
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Table 3.4: The F1 scores of the Topic Classifiers

Topic F1 Topics F1

abortion 0.942 environment 0.898
guns 0.906 healthcare 0.785
immigration 0.853 LGBTQIA 0.894
racism 0.776 taxes 0.848
technology 0.538 trade 0.839
impeachment 0.888 US military 0.773
US election 2020 0.847 welfare 0.598

3.2.3 Article Sampling

With the two classifiers described above, we then annotated all collected ar-

ticles with relevance and topic. Table 3.5 shows the predicted topic distribution of

those articles determined to be relevant and to have at least one topic assigned. To

ensure that the final sample has a uniform distribution of political stance, we ran-

domly sample 8K articles from each stance, resulting in the final topic distribution in

the final two columns in the table. (Note that many articles have more than one topic

assigned.) Given the high fraction of articles about the 2020 election and Trump’s im-

peachment, we additionally down-sampled these topics to ensure a broader diversity

of articles.

3.3 Simulation Models

In order to study the relationship between user preferences and recommenda-

tion systems, we would ideally conduct large-scale user studies to observe real-world

interactions. However, given the challenges of conducting such studies, we instead

build on the growing line of research conducting simulation studies of recommenda-

tion systems [28, 82, 86, 158].

To conduct such a simulation, we must make some assumptions about the
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Before sampling After sampling

topics # articles % articles # articles % articles

abortion 3,421 1.7 1,382 2.6
environment 4,329 2.2 1,656 3.2
guns 4,647 2.4 1,787 3.4
healthcare 14,823 7.6 5,444 10.6
immigration 10,736 5.5 4,308 8.3
LGBTQIA 2,848 1.5 1,126 2.1
racism 10,051 5.1 4,069 7.9
taxes 8,187 4.2 3,055 5.9
technology 3,722 1.9 1,379 2.6
trade 6,739 3.4 2,323 4.5
impeachment 45,989 23.4 6,811 13.2
US military 17,205 8.8 9,409 18.3
US election 2020 57,996 29.6 6,501 12.6
welfare 5,413 2.7 2,054 4.0

# labels 196,106 51,304
# articles 167,431 40,000

Table 3.5: News article topics distribution.

interaction model. Our approach largely follows that of prior work [28, 82], though

here we use real news articles annotated by stance and topic. We assume that each

user has a predefined, fixed set of preferences over articles they would like to read.

These preferences are parameterized by the topic and stance of the article; e.g., a user

may prefer to read a liberal article about healthcare more than a conservative article

about immigration. As we are interested in short-term effects of recommenders, for

this study we assume that user preferences do not change over time, though this is of

course an important consideration for future studies.

The simulation proceeds by first showing the user an article. We then simu-

late the user’s response: either “like” or “dislike,” sampled proportional to the user’s

preferences. With this feedback, the recommender updates its model to re-sort the

remaining articles, then shows the next article to the user.

In the following sections, we describe this process in more detail, including
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the user profile model, a user-choice model, and specific recommendation engines we

implement.

3.3.1 User utility model

We represent each user’s preferences with a two-dimensional matrix of utility

values U = {uij}, where uij ∈ [0, 1] indicates the user’s utility for reading an article

on topic i with political stance j. (Thus, U is a 14× 5 matrix.) Large values indicate

greater utility and therefore a larger probability of clicking on an article with topic i

and stance j.

We wish to investigate how recommender behavior varies with heterogeneous

utility matrices. Rather than randomly generate these matrices, in order to make

them more reflective of reality, we sampled them based on Pew surveys of U.S. po-

litical typologies [49]. This comprehensive survey attempts to identify more nuanced

political ideologies than a simple left/right spectrum. The survey contains many

questions relevant to our identified topics above. E.g., for abortion, there is a survey

question asking whether abortion should be legal in all/most cases. For immigration,

there is a question asking whether immigrants strengthen or weaken the country.

Pew clustered the responses to identify nine political types: solid liberals, opportunity

Democrats, disaffected Democrats, bystanders, devout and diverse, new era enterpris-

ers, market skeptic Republicans, country first conservatives, and core conservatives.

These types capture a number of common heterogeneous ideologies – for example,

the devout and diverse type leans conservative on issues of abortion and LGBTQIA,

but leans liberal on race and health care. Similarly, the market skeptic Republicans

lean liberal on issues of trade and taxation.

For each political type, then, we have a list of survey responses indicating the

fraction of respondents who agree with the statement (e.g., 92% of solid liberals think

that abortion should be legal in all/most cases). In our simulations, to generate a new
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topics -2 -1 0 +1 +2

abortion 0.276 0.411 0.546 0.682 0.546
environment 0.298 0.505 0.711 0.505 0.298
guns 0.332 0.490 0.648 0.490 0.332
healthcare 0.515 0.711 0.515 0.319 0.122
immigration 0.045 0.285 0.525 0.766 0.525
LGBTQIA 0.250 0.423 0.596 0.769 0.596
racism 0.815 0.575 0.335 0.095 0.010
taxes 0.080 0.283 0.486 0.689 0.486
technology 0.228 0.397 0.567 0.737 0.567
trade 0.400 0.511 0.622 0.733 0.622
Trump impeachment 0.313 0.452 0.592 0.452 0.313
US military 0.171 0.362 0.553 0.744 0.553
US election 2020 0.180 0.395 0.610 0.395 0.180
welfare 0.860 0.582 0.304 0.025 0.010

Table 3.6: An example of the utility matrix for a "devout and diverse" user.

user, we first pick a political type, then sample a utility matrix based on these survey

responses. We convert these responses into a utility matrix as follows: for each survey

question, we separate the responses into quantiles (0-20%, 21-40%, etc.), and assign

the response to one of the five political stance categories {−2, 1, 0,+1,+2}. Thus,

the fact that 92% of solid liberals think abortion should be legal means that their

primary stance is −2 on abortion. To generate the utility value for each topic/stance

pair, we first sample a utility value for the primary stance using a Beta distribution

centered on their survey response (e.g., Beta(.92, 1) for the running example). We

then decay this value for the other stances for this topic as a function of standard

deviation of responses on this topic (i.e., a measure of how divisive this topic is). We

then repeat this process for each topic. Table 3.6 shows an example utility matrix for

the devout and diverse profile.

As with any simulation, one can question how reflective the simulated users

are of the real world. The key aspect that these utilities do capture, however, is a

broad spectrum of ideologies with which we can investigate variation in recommender

behavior.
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Algorithm 1 The user interaction model
Input: u – the user vector; v – the article vector
Output: B – a Boolean variable to indicate whether the user likes this article or
not.

vui = Beta1(dot(u, normalized(v))
pui = vui ×Beta1(0.98)
if Random < pui then

return Like
else

return Dislike
end if

3.3.2 User interaction model

Given a user’s utility matrix, we next must simulate their behavior when

presented with a recommended article. To do so, we follow the approach of prior

work proposed by Chaney et al. [28]. To represent each article, we create a binary

matrix of the same shape as the user utility matrix, containing 1 in cell (i, j) if the

article has been assigned topic i and stance j. (Recall that the topic is derived from

the text classifier, and the stance from the news source.) To sample whether a user

will “like” or “dislike” an article, we first flatten both the utility matrix and the item

matrix into 1d arrays, then compute the dot product between them. We then sample

a value from a Beta distribution centered on this dot product value. Finally, a random

number is generated and compared to the sampled value to determine the action of

the user. Algorithm 1 formalizes this process.

In this algorithm, the function takes the user vector u and the item vector v.

It calculates the dot product with u and normalized v to constrain the output as a

probability from 0 to 1. We use a modified Beta∗ distribution (for which the mean

and standard deviation are used from prior work [28]) to calculate the probability

pui the user will click the given article. A random number is generated and used to

determine whether the user will click this article, given pui.
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3.4 Recommender models

In order to study the short term effects of recommendation systems , we chose

and implemented five recommender systems, which include a random recommender

(as a baseline), a content-based recommender, a collaborative filtering recommender,

an oracle recommender and a hybrid recommender.

3.4.1 Random recommender

A random news recommender randomly samples news articles to recommend

from a given candidate pool, this is done without replacement.

3.4.2 Content-based recommender

A content-based recommender (CBR) is a user-personalized model that learns

the user’s preference, given the user’s previous interactions. We treat this as a binary

classification problem – given an article, will the user like or dislike it? As training

data, we seed the model with 700 simulated examples per user, sampled uniformly

for each topic. We train a standard logistic regression classifier separately for each

user, using tf-idf word features from each article. During the simulation, the training

data is updated after each user interaction, and the model is retrained. Note that

the classifier does not observe the stance and topic assignments for each document –

this simulates the situation where neither the structure nor values of the user’s utility

matrix are known to the recommender.

3.4.3 Collaborative Filtering recommender

A collaborative filtering recommender (CFR) uses the concept of similarities

between users and items and recommend similar users the ‘liked’ items from each

other’s ’like’ history. We use nonnegative matrix factorization [58] on the user-item

matrix to construct the collaborative filtering recommender.
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3.4.4 Oracle recommender

We also implement an oracle recommender, which observes the user’s utility

matrix and news’ topic and stance matrix. This algorithm samples documents pro-

portional to the user’s probability of liking these documents. This baseline enables us

to observe what biases are introduced by the recommender algorithms versus those

that are inherent in the user’s pre-existing preferences.

3.4.5 Hybrid recommender

A simple way to try to reduce filter bubbles is to inject random recommen-

dations into the user’s article list. We are interested in how the systems behave as

the amount of randomness is injected. How quickly does the diversity increase as we

introduce randomness? To investigate this, we consider three settings for each rec-

ommender above: randomness as 0% (totally personalized), 50% (hybrid), and 100%

(totally random).
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3.5 Problem Formulation

Let V be a collection of news articles. Each article v ∈ V is associated with

one or more of 14 topics introduced in Section 3.2.2. Let U be a group of users. Each

user u ∈ U belongs to one of the nine political types introduced in Section 3.3.1. In

each simulation run, every user u is recommended N articles, one at a time. For each

recommended article i, we simulate a binary random variable ri, where ri = 1 mean

the user clicks on /likes the article and ri = 0 means they do not.

3.6 Filter Bubble Metrics

In order to study the effect of filter bubbles on different recommendation al-

gorithms and on different political user types, we propose and utilize the following

metric based measures.

3.6.1 Click-through rate

The click-through rate (CTR) is the fraction of recommended articles that

the user clicks on. A high CTR indicates that the algorithm can deliver accurate

recommendations to the users, and thus has high utility. The CTR is defined as

follows.

CTR =

∑
(ri)

N
, 1 ≤ i ≤ N (3.1)

3.6.2 Average document stance

Average document stance is the average partisan score of the articles that are

shown to the users. Letting s(vi) ∈ {−2,−1, 0, 1, 2} be the partisan score for article

vi, then the average document stance for a sequence of recommended articles is:
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s =

∑
s(vi)

N
, 1 ≤ i ≤ N (3.2)

3.6.3 Normalized stance entropy

Let pi represent the fraction of articles that are shown to the users that have

stance i. Normalized stance entropy is the entropy of this distribution, normalized

by logm so that its maximum is 1, where m = 5 in our case, representing the five

stances:

entropy =
−
∑m

i=1 pilog pi
logm

(3.3)

A high value of normalized stance entropy would indicate a smaller filter bubble effect

since the stances of the shown articles are more diverse since a higher entropy value

indicates more uniform distribution across stances.

3.6.4 Normalized topic entropy

Similar to normalized stance entropy, we also measure the diversity of topics.

This provides a measure of topical diversity, in addition to stance diversity above.

The metric is the same as Equation 3.3, where pi is instead the probability of articles

having topic i in a sequence of recommendations, and n = 14 since there are 14

topics. A low value of normalized topic entropy indicates that the recommender is

recommending documents in a small set of topics.

entropy =
−
∑n

i=1 pilog pi
log n

(3.4)

3.7 Experiments and Results

In this section we discuss the different setup and settings that we used to

conduct our experiments as well as analyze and discuss the results in relation to the
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research questions we discussed previously.

3.7.1 Settings

Firstly we generate 100 synthetic users for each political type following the user

utility model described in Section 3.3.1. To initialize the recommendation models, we

initially bootstrap 50 articles per topic for each user, resulting in 700 articles in total.

Then the recommender recommends 1,000 articles, one by one, in a sequence and

updates the algorithm after each recommendation. The CBR and CFR have three

different randomness settings as we mentioned in the previous section.

Simulation of the oracle recommender is done explicitly as follows. For a

given political type, for every article v, we calculate the probability pv that the given

political type would click that article if they are shown that article, based on their

user profile. To study varying degrees of randomness in the oracle recommender,

we compute a sampling weight for each article as exp (w × pv) where w is a hyper-

parameter. We sample K articles from our dataset, using weighted sampling without

replacement. We repeat this process M times. The probability qv that the article

will be shown by the oracle is the fraction of samples that contain v. When w = 0,

each article has exp (0× pv) = 1 weight, resulting in uniform sampling, and hence

results in the random algorithm. As w > 0, articles that have a higher chance of

being clicked gets a higher weight.

Once we have the shown (qv) and click (pv) probabilities, we can calculate the

expectations for the CTR and all other metrics for all the political types using the

whole dataset. We choose to use K as 1000, and M as 5000 in our case. For the hyper-

parameter w, we vary the value from 0 (totally random) to 9 (optimal personalized

solution). For comparing CBR and CFR to the oracle recommender, we use w that

achieves a similar CTR for that prototype, and analyze where the CBR and CFR

differ from the oracle. This analysis allows us to measure the bias introduced by the



37

recommender beyond that inherent in the user preferences.
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Figure 3.2: Simulation results by political typology, showing click-through

rate vs average document stance for three levels of randomness.
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3.7.2 Results

How do user preferences influence the diversity of recommendations?

We first investigate how the user’s political type influences the diversity of

the recommended documents. Because there is a strong relationship between di-

versity and utility (i.e., CTR), we are particularly interested in their trade-off. We

consider content-based recommender, collaborative filtering recommender, and the

oracle recommender. For each, we have varying levels of randomness through the

hybrid recommendation approach. In this way, we can plot how the CTR varies with

filter bubble measures such as average document stance, stance entropy, and topic

entropy. We would like to determine how this trade-off varies by political type.

Figure 3.2 shows the main results of CTR versus average document stance.

Each panel summarizes the results of multiple simulation runs. Each dot represents

the result for one user. For content-based recommender and collaborative filter rec-

ommender, each political type has three settings, which are 0% randomness, 50%

randomness (hybrid recommender), and 100% randomness (random recommender).

The larger symbols (e.g., circle, triangle, and cross) represent the centroids of each

setting. For the oracle recommender, the randomness is controlled by the w parame-

ter, where w ranges from w = 0 (fully random) to w = 9 (user preferences are given

high priority). We also fit a LOWESS curve for each political type to visualize the

tradeoff between CTR and document stance.

The first observation is that more extreme political types have both higher

CTR and higher magnitude document stances. E.g., when no randomness is used,

country-first conservatives have over a 60% CTR, and an average partisan score of

nearly 1.0 for both content-based and collaborative filtering recommendations. On the

other hand, more moderate political types, such as bystanders and devout & diverse,

do not attain such high CTRs. These results make clear the intuitive finding that the
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Figure 3.3: Click-through rate vs normalized stance entropy for the content-
based recommender.

more extreme a user’s preferences are, the more extreme their recommendations will

be, and that it is easier to find articles that they are likely to click. We can also see

from the third panel that the oracle is able to achieve even higher CTRs, though to do

so it must recommend even more extreme and homogeneous documents. Figure 3.3

shows a similar result instead using stance entropy as a measure of diversity. For

more extreme users, stance entropy decreases more quickly as CTR increases.

Examining these figures, there is a notable difference in the recommendation

behavior for left-leaning versus right-leaning users. In the first panel of Figure 3.2,

we see that right-leaning users ultimately exhibit higher CTRs, and more extreme

partisan scores, than left-leaning users. Furthermore, we only see this difference

in the content recommender, not for collaborative filtering or oracle recommenders.

Upon further inspection, we conjecture that this is in part due to the asymmetry in

the textual similarities between documents of different partisan scores. In particular,

it appears that articles with score 0 are more similar to left-leaning articles (scores
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Figure 3.4: Hellinger Distance between different Partisan Scores

-2, -1) than they are to right-leaning articles (scores +1, +2). The result is that the

content-based recommender has a more difficult time distinguishing between -2 and 0

articles than it does distinguishing between +2 and 0 articles. To further investigate

this, we fit five different multinomial bag-of-words models, one per partisan score, by

grouping together all articles with the same partisan score. We then compute the

Hellinger distance [17] between each pair of multinomials to determine how similar

the word distributions are. We find that the differences between -2 and 0 (.1415) and

-1 and 0 (.1022) are substantially smaller than that between +2 and 0 (.1539) and

+1 and 0 (.1294), further supporting this interpretation (Figure 3.4).

How do filter bubbles vary by type of recommendation system?

As we have just seen, different recommendation systems can have different

impact on filter bubble formation. In this section, we further compare CBR and CFR

to their comparable oracle recommender counterpart to investigate possible biases

introduced by CBR and CFR into the recommendation processes. To do so, we first

compute the average number of articles recommended from each topic/partisan score
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pair for each political type, using the versions of CBR and CFR with the highest

overall click-through rate. We then compare these values with the corresponding

recommendations provided by the oracle recommender.2

Figure 3.5 shows the results for three political types: country-first conserva-

tives (CFC), devout and diverse (D&D), and Opportunity Democrats (OPD). Each

cell in the heat map displays the difference between the average number of articles

recommended by either CBR/CFR and those recommended by the oracle. For ex-

ample, in the top left panel, we see that the content-based recommender shows on

average 113 more immigration/+2 documents than the oracle does to country-first

conservatives. By examining these results, we can identify a few trends that charac-

terize the different sorts of bias introduced by either content-based or collaborative

filtering recommenders.

For CBR, a key source of bias is linguistic polarization. For some topics,

there is a clear distinction between the language used in right-leaning articles versus

left-leaning articles. For example, in the immigration topic, terms like “illegal” and

“alien” are much more likely to appear in right-leaning articles, while terms like “un-

documented” are more common in left-leaning articles. In such cases, it will take few

training examples for the recommender to develop an accurate model of user pref-

erences, resulting in an over-recommendation of such topics. Furthermore, this can

often result in a feedback loop, wherein immigration/+2 articles are recommended

and clicked on, further reinforcing the over-recommendation of such articles.

This behavior is most noticeable in the immigration/+2 cell of the first panel

of Figure 3.5. We can further see this behavior in Figure 3.6, which shows that

content-based recommenders tend to have lower entropy over topics shown than the

2We select the randomness hyper-parameter w to result in an oracle with the same click-
through rates as the CBR or CFR method it is being compared with.
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other two recommendation models for all of the political types at the extreme ends.

For collaborative filtering, we identify two sources of bias. The first is that the

distribution of preferences across all users will influence the popularity of some topics

over others. For example, across all political types, abortion and trade have high

utilities, so they tend to be over-recommended across all user types. We also observe

that minority groups tend to be ‘subsumed’ by larger groups. For example, the devout

and diverse group appears to be grouped with more right-leaning groups and hence

recommended more right articles across almost all topics, whereas the opportunity

Democrats are grouped with left-leaning groups and hence are recommended more

left articles across almost all topics, as the bottom row of Figure 3.5 shows.

A final source of bias that affects both recommendation systems is the overall

makeup of the pool of articles to be recommended. As Table 3.5 indicates, topics

such as US military, US election, and impeachment are the most common. The initial

bootstrap for CBR and CFR had equal articles from each topic (50 articles from each

topic), hence these topics were underrepresented compared to their representation in

the overall pool. Thus, articles from these topics tend to be under-recommended by

CBR and CFR systems compared to the oracle recommender, which does not have a

bootstrap and hence is unaffected by it.
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Figure 3.5: Difference in the number of articles recommended by the content-

based and collaborative filtering recommenders as compared to the or-

acle recommender. Results are the average of 1,000 recommendations

for 100 users from three user types: country first conservatives (CFC),

devote and diverse (D&D), and opportunity Democrats (OPD).

How does recommendation diversity vary for users with heterogeneous

preferences?

The biases described above can also have effects on users with heterogeneous

preferences. For example, Devout and Diverse users lean right on most issues, but

lean left on issues of race, welfare, and health care. Both content-based and collab-
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orative filtering systems under-recommend left leaning articles on these topics, but

for different reasons. For collaborative filtering, the devout and diverse users are

clustered together with other right-leaning users (e.g., core conservatives). Because

those other users have right-leaning preferences for race and welfare, the devout and

diverse users are recommended similar articles. Similarly, while the content-based

recommender over predicts immigration/+2 for country-first conservatives, the col-

laborative filtering algorithm instead under predicts this category. The CFC type is

most distinct because it is more conservative on immigration than "typical" right-

leaning users, and so they are grouped together with these more typical users and

shown less extreme views on immigration.

The explanation for the content-based recommender is more nuanced. A cen-

tral issue is that there is keyword overlap across topics that can mislead the rec-

ommender. For example, the keyword "baby" correlates with right-leaning articles

both for the abortion topic and the health care topic. Because D&D users lean right

on abortion issues, after clicking on several right-leaning abortion articles, the rec-

ommender may also start to recommend right-leaning health care articles, contrary

to their preferences. Similar behavior occurs between the welfare and taxes topic,

where the term "socialist" correlates with right-leaning articles for both topics. As

D&D users lean right on taxes but left on welfare, left-leaning articles on welfare are

under-recommended.

Together, these examples suggest that recommender systems can have a ho-

mogenization effect on such users, for example by pushing D&D users to more typical

right-leaning articles, and by pushing opportunity democrats to more typical left-

leaning articles, even though their true preferences are more mixed. Importantly, we

do not see such behavior for the oracle recommender, but rather these are artifacts of

the biases of recommendation systems that learn imperfect models of user preferences.
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Figure 3.6: Click-through rate vs normalized topic entropy for all recom-
menders. The content-based recommender exhibits much lower topic
diversity than others.

3.8 Limitations

We assumed that the news source’s partisan score was reflective of its articles.

While this appears to be a reasonable assumption in aggregate, there are undoubtedly

some individual errors introduced here. We plan to build partisan score classifiers

for each topic to relax this assumption. In the meantime, we need to take into

account that the classifiers might introduce their own bias. Further, the user utility

model is constant during the recommendation process. Modeling long-term effects

requires further assumptions about the causal effect of news consumption on reader

beliefs. Typical recommender systems suffer from self-reinforcement because their

training data is tainted by skewed recommendations. One might expect that the filter

bubbles could cause the user views to become less heterogeneous, further reinforcing

and exacerbating filter bubbles. Our work focuses on short-term effects on news

consumption, leaving effects on reader beliefs for future work.
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3.9 Conclusion

In this chapter, we have presented several simulations to understand the rela-

tionship between political typology and news recommendation algorithms. We find

that users with more extreme views tend to be easier for recommendation systems

to model, and thus tend to enjoy higher click-through rates, though this is only

possible with less diverse recommendations both in terms of political views and top-

ics. Furthermore, we find that two common classes of recommendation algorithms,

content-based and collaborative filtering, can each result in filter bubbles, though of

different types and for different reasons. Finally, we find that users with heteroge-

neous preferences tend to be recommended articles that reflect more homogeneous

viewpoints.
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Chapter 4

Reducing Cross-Topic Political

Homogenization in Content-Based News

Recommendation

4.1 Introduction

The previous chapter looked at various biases that occur in content and col-

laborative filtering based news recommendation systems that lead to filter bubble

formation. In this chapter we address one of these specific types of biases that affect

content-based recommendation systems and propose methods to mitigate its effects.

Specifically, we consider users who have diverse political preferences by topic — e.g.,

users that prefer to read conservative articles on one topic but liberal articles on

another. Based on polling by Pew, such users are a sizable portion of the U.S. popu-

lation [136]. Because content-based recommenders learn text features that correlate

with user engagement, we find that they can have a homogenizing effect by recom-

mending articles with the same political lean on both topics. For example, the phrase

“extreme right” may appear in liberal articles a user has liked discussing gun control,

as well as in liberal articles on immigration that the user has not yet read. If a user in

fact prefers conservative articles on immigration, the recommender may thus incor-

rectly recommend liberal articles due to the presence of the phrase “extreme right.”
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This flawed recommendation is further exacerbated when topics are not known a pri-

ori, which is often the case in political news, where detecting emerging topics is a

research challenge of its own [190].

Our goal in this Chapter is to study the phenomenon more closely and propose

models to reduce its impact. Our technical approach builds on two threads of machine

learning for content based news recommendation – neural attention mechanisms [29,

105, 195] and multitask learning [107, 151, 194]. We adapt these approaches to the

cross-topic homogenization problem in two ways: (1) by formulating a penalty term

to reduce attention given to topic-independent polarized words; (2) by formulating a

secondary prediction task to increase attention given to topic-dependent words.

To do so, we draw upon a collection of 900k news articles as discussed in

Chapter 3. We next simulate browsing sessions for users with opposing political

preferences for topic pairs, creating a setting in which the system observes more

interactions for the first topic than for the second topic. In this way, we are able

to measure and focus particularly on the homogenization effect of the first topic on

the second. We then propose two attention-based neural network models designed to

reduce this homogenization effect. The first model adds a new term to the objective

function in order to penalize attention given to topic independent polarized phrases,

like “extreme right,” that predict stance across many topics. Conversely, the second

approach rewards attention placed on topic dependent terms, like “undocumented”

versus “illegal” immigrants, resulting in topic-specific models that are less prone to

overgeneralize across topics. We also consider a model that combines the two new

learning objectives into a single model. In our experiments using 45 topic pairs, we

find that the proposed approach improves accuracy by roughly 5% on the second topic,

while still maintaining accuracy comparable to the baseline on the first topic. These

results provide evidence that recommendation systems can be designed to mitigate
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cross-topic homogenization.

4.2 Problem Formulation

We assume a user interaction session consists of a sequence of articles a =

{a1 . . . an} and a corresponding sequence of binary feedback labels y = {y1 . . . yn},

where yi = 1 means the user liked article ai, and yi = 0 means they did not. We

additionally assume that each article ai is assigned to exactly one unobserved topic

ti ∈ T . To simulate partisan preferences, we assume that a user’s feedback label

follows their political preferences for that topic. E.g., if a user prefers conservative

articles on topic ti, then the feedback label will be y = 1 for conservative articles

shown and y = 0 for liberal articles shown.

The phenomenon of interest occurs when a user has opposing political pref-

erences on two topics — e.g., they prefer to read liberal articles on immigration but

conservative articles on abortion. This is a challenging case for the recommender

— not only are topic assignments unobserved, but topics do not arrive uniformly

at random. For example, the system may observe mostly immigration articles and

only a few abortion articles. In this setting, the system may incorrectly extrapolate

that because the user prefers liberal articles on immigration, they also prefer lib-

eral articles on abortion, leading to poor recommendations. We call this cross-topic

political homogenization, as the recommender is biased towards showing politically

homogeneous articles across the two topics.

To measure system behavior in this setting, we assume we observe a training

batch consisting of n1 article interactions from topic t1 and n2 interactions from topic

t2, where n2 << n1. We assume the user has different political preferences for t1 and

t2 (e.g., they may prefer liberal articles on t1 and conservative articles on t2). Based

on these (n1 + n2) interactions, the system trains a content-based recommender. We
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then measure the accuracy of the recommender on a held-out sample of articles from

both topics. Accuracy here indicates the fraction of recommended articles that receive

positive (simulated) user feedback. We expect overall accuracy to be lower for topic t2,

both because the system observes fewer user interactions for t2, and also because the

user’s preferences switch political leanings between topics. This setup can be viewed

as a challenging type of cold-start problem; i.e., we have very few training examples

from topic t2, and those examples conflict politically with the training examples from

topic t1.

In our experiments, we consider several binary classifiers that predict user

interaction label y given a new article a. We offer models that attempt to reduce

cross-topic homogenization both by reducing attention on topic-independent terms

and also by increasing attention on topic-dependent terms.

4.3 Methods

We propose multiple network architectures trained in both a single task and

multitask fashion to mitigate the effect of cross-topic political homogenization. The

network architectures are shown in Figure 4.1. The following subsections discuss these

architectures in detail.

4.3.1 Baseline 1: Single Task Network (STN)

Our first baseline model performs article classification, where each article ai

contains k words {wi0 . . . wik}. We first pass article ai through a pre-trained BERT

[45] model (uncased, 12-layer, 768-hidden, 12-heads, 110M parameters) to obtain

BERT’s word level embeddings {ri0 . . . rik}. We choose ri0 (“CLS” token’s embed-

ding) and pass it through a linear layer ⟨Wq, bq⟩ with a sigmoid activation to compute

the corresponding class probability ŷi:
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ŷi = σ(Wqri0 + bq) (4.1)

where values of ŷi close to 1 indicate that the user has high probability of liking

article ai. This network is trained on the (n1 + n2) labeled articles from prior user

interactions, using binary cross-entropy (bce(yi, ŷi)) as the loss function.

4.3.2 Baseline 2: Single Task Attention Network (STAN)

Our second baseline augments the prior model with an attention layer. This

model is inspired by the approach proposed by Yang et al. [195], but without the

hierarchical aspect. In this network an extra linear layer ⟨Wa⟩ is used to calculate

word attention weights uit given word embedding rit as the input. We next normalize

these word attention weights to get ûit by applying a softmax transformation:

uit = Warit (4.2)

ûit =
exp(uit)∑k
t=1 exp(uit)

(4.3)

Next the attention context vector ui is obtained by taking the weighted average

between the word attention weights and the article word embeddings:

ui =
k∑

t=1

ûitrit (4.4)

This resulting vector ui encapsulates all information of the words and their corre-

sponding context in the article. Finally, this vector is passed through an output layer

⟨Wl, bl⟩ with a sigmoid activation to obtain ŷi = σ(Wlui+ bl). This network also uses

binary cross-entropy loss.
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4.3.3 Proposed Method 1: Single Task Attention Network

with Polarization Penalty (STANPP)

Our first proposed approach modifies the STAN model to reduce attention on

topic-independent polarized terms. This is accomplished in a two-step process: first,

we identify a candidate set of such polarized terms, then we augment the objective

function to penalize attention on them and related terms.

In order to identify topic-independent polarized terms, we assume we have

access to a large collection of articles labeled by stance but not by topic (e.g., the

partisan lean of a news source provides a strong source of such supervision). Terms

that predict stance reliably across this collection are likely to be topic-independent.

While any number of feature selection approaches could be used here, in the experi-

ments below we simply select the top 200 terms according to a Chi-Squared test, used

to measure the dependence between terms and political stance (see Table 4.1). Terms

such as “socialist,” “right-wing,” and “conservative” exemplify the topic-independent,

polarized language we wish to reduce attention towards. Additionally, polarizing fig-

ures such as Alexandria Ocasio-Cortez and Rudy Giuliani also appear across many

topics while strongly correlating with the political stance of the article. (I.e., conser-

vative articles tend to be critical of Alexandria Ocasio-Cortez, while liberal articles

tend to be critical of Rudy Giuliani.)

Given this set of R polarized terms, we next augment the STAN model to

reduce the magnitude of attention they and related terms are given. We first embed

each of the polarized terms using BERT to obtain word vectors {r1 . . . rR}. Then,

for each document ai, we measure the similarity between the attention context vector

ui from the STAN model with each of the polarized word vectors rj by taking the

sigmoid of their dot product σ(ui · rj). The loss for a single document is then a linear

combination of the bce loss and the average similarity between the attention vector
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Table 4.1: Sample of 50 Polarizing Terms used by STANPP
abortion accused adam administration admitted alexan-
dria allegations alleged amy andrew biden bush cam-
paigns chuck conservative conspiracy controversial dca
democrat democrats donald emails facts failed fbi foun-
dation fox giuliani gop hunter illegal impeach interfer-
ence joe kamala liberal nancy ocasiocortez pelosi probe
radical republican republicans rightwing rudy scandal
schiff socialist terrorist vermont

and the polarized words.

LSTANPP = (1− α)bce(yi, ŷi) + α
( 1

R

R∑
j=1

σ(ui · rj)
)

(4.5)

Here α is a hyperparameter tuned on validation data, as described in the experiments

below. Thus, the loss function aims to jointly minimize classification error while

making the document representation dissimilar to the polarized terms.

4.3.4 Proposed Method 2: Multitask Attention Network (MTAN)

Rather than penalize topic-independent terms, our second proposed approach

instead rewards topic-dependent terms. Since we do not observe topic labels, we

cannot use them directly to do so. Instead, we create a multitask model that predicts

both the article label as well as a masked word from the article headline. The intuition

is that this will encourage the model to pay attention to words that are specific to

this article, and that such terms are likely to be topic-dependent.

For the headline word prediction task, we use the “binary negative sampling”

approach from word2vec [120]. For each article ai, we sample a word hi from the

headline of the article and mask it. For a pair (ai, hi), we create a binary classification

task to determine whether word hi came from the headline of article ai.

We then create two samples for each article, one positive (ai, hi) and one neg-
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ative (ai, h
′
i). The negative headline words are sampled from a vocabulary consisting

of all headline terms in our dataset, excluding those present in the headline of ai.

The candidate headline words hi are passed through a pre-trained BERT embedding

model to get the corresponding word embedding rhi
. Next we take the dot prod-

uct gi between the candidate headline word embedding rhi
and the attention context

vector ui from our STAN subnetwork1 to measure how similar these two vectors are:

gi = ui · rhi
.

Finally, this dot product gi is passed through a linear layer ⟨Wc, bc⟩ with sig-

moid activation to obtain ŷhi
, the predicted probability that the candidate headline

word hi belongs to the headline of the news article ai: ŷhi
= σ(Wcgi + bc).

We compute a linear combination of the losses of each of the subnetworks in

this architecture as the total loss to optimize:

LMTAN = (1− α) · bce(yi, ŷi) + α · bce(yhi
, ŷhi

) (4.6)

where yhi
is the true binary label for the candidate headline word hi, and α is a

hyperparameter tuned on validation data, as described in 4.4.

4.3.5 Proposed Method 3: Multitask Attention Network with

Polarization Penalty (MTANPP)

This network combines STANPP and MTAN. It has the same architecture as

MTAN but with the extra penalty term from the STANPP network:

1We remove the masked word prior to embedding.
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Figure 4.1: Network Architectures for STN, STAN and MTAN

LMTANPP = (1− (α1 + α2)) · bce(yi, ŷi) + α1 · bce(yhi
, ŷhi

) + α2

( 1

R

R∑
j=1

σ(ui · rj)
)

(4.7)

4.4 Experiments and Results

4.4.1 Data

We use the news article dataset as defined in Chapter 3. This dataset contains

900k news articles collected from 41 different news sources with corresponding politi-

cal stance scores ranging over a 5-point scale (-2,-1,0,1,2) where -2 denotes extremely

liberal and +2 denotes extremely conservative. To focus on heterogeneous prefer-

ences, we drop neutral articles (0) and collapse +2,+1 articles into a “conservative”

class, and -2,-1 articles into the “liberal” class. We uniformly sample 100K of these

news articles for this study.
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To simulate users with heterogeneous political stances across topics, we first

need to assign topics to each document. We adopt a simple, transparent approach by

using k-means to cluster the 100k articles into 100 clusters.2 We first represent each

article by concatenating the headline with the first 10 sentences, perform standard

tokenization to remove punctuation, then create tf-idf vectors using scikit-learn’s

[134] tf-idf vectorizer, with min_df of 30 and max_df of 0.9. We then run k-means

clustering with k = 100. To ensure sufficient cluster sizes and sufficient samples

from liberal/conservative stances, we filter these clusters to those with at least 400

articles, and sample uniformly so that each cluster has an equal number of liberal and

conservative articles. From the clusters that remain, we sample 45 pairs of clusters

at random for the basis of our experiments. A manual inspection of these clusters

indicates many coherent topics on issues such as immigration, the 2020 election, gun

rights, abortion, and healthcare.

Figure 4.2: Experimental Settings Pipeline

2More complicated clustering methods could be used, but our approach is independent of
how the topics are determined.
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4.4.2 Settings

We measure the performance of the above networks using a setting where 90%

of the articles in the training and validation data are from a randomly sampled topic 1

and 10% are from a randomly sampled topic 2. The small number of training examples

from topic 2 makes this a challenging problem, similar to a cold-start setting. The

test set is comprised of an equal distribution of articles from topic 1 and topic 2. We

simulate user preferences such that their political preferences for topic 1 articles are

the opposite of their preferences for topic 2. We repeat experiments for 45 pairs of

topics described in the previous section. Thus, each run consists of a different (topic1,

topic2) pair, chosen from our list of discovered topics. Throughout, we refer to topic

1 as the majority topic in the training data and topic 2 as the minority topic, though

we run experiments for 45 distinct topic pairs.

To tune each network, we hold out 10% of the training data as a validation

set. We perform hyperparameter tuning using grid search over each topic pair using

values shown in Table 4.4 and select the best set of parameters based on the accuracy

scores on the validation dataset.

After predicting on the test set, we compare the overall accuracy of each

approach, as well as investigate how the accuracy varies by topic. Our goal is to

improve accuracy on topic 2 without harming accuracy on topic 1. To better assess

the ceiling of improvement that is possible, we also fit a model we call the Topic

Oracle, which, unlike the other methods, is able to observe the topic assignment of

each article. To fit this model, we train STAN models separately for topic 1 and

topic 2 using the same training data as above. At testing time, we apply the model

appropriate for the topic of each test article. The predictions of the Topic Oracle on

topic 1 are therefore not influenced by topic 2, and vice versa. This provides a rough

upper bound on how well we can expect a model to perform at reducing the impact
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Table 4.2: Average model accuracy over 45 topic pairs

Network Topic 1
Accuracy

Topic 2
Accuracy

Total
Accuracy

UNBERT 0.647 0.447 0.547
STN 0.613 0.489 0.551

STAN 0.682 0.498 0.590
STANPP (ours) 0.664 0.525 0.594
MTAN (ours) 0.693 0.531 0.612

MTANPP (ours) 0.687 0.552 0.619

Topic Oracle 0.701 0.596

of cross-topic homogenization. We additionally compare with UNBERT [202], a

representative example of recent work using BERT for news recommendation. This

approach learns a BERT-based representations of a user based on the articles they’ve

liked, then pairs this with an article representation to predict whether they will like

a new article. As with the other models, its hyperparameters are tuned on validation

data.3 We use the pytorch [131] and huggingface [186] libraries to implement our

networks. All our models are trained using a Nvidia RTX 3090 GPU over a period

of 5 days. An overview of our experimental setup is given in Figure 4.2.

4.4.3 Results

Table 4.2 reports the accuracy of each approach averaged across 45 different

topic pairs. Figure 4.3 shows boxplots of the same results to visualize the variance

across topic pairs and Table 4.3 shows additional measures including precision, recall,

and F1.

By comparing STAN and Topic Oracle, we can see the considerable impact

cross-topic homogenization can have. For Topic 2, which has fewer training samples,

accuracy drops from .596 to .498 when training data from topic 1 is included, indicat-

3Following the implementation [202], this model is trained using only article headlines, due
to its high computational complexity by sequence length.
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Figure 4.3: Distribution of test accuracies across 45 topic pairs for STN,
STAN, MTAN and MTANPP

ing that the content from topic 1 is prohibiting an accurate model for topic 2 articles.

This shows how the recommendations for an emerging topic can be quite poor, as the

system defaults to recommendations in line with preferences on prior topics.

We observe that on average the proposed STANPP, MTAN, and MTANPP

networks tend to have higher accuracy (3%-6%) for recommending topic 2 articles

compared to the baseline STN and STAN networks. We also observe an increase

in accuracy across topic 1 recommendations for the MTAN, STAN and STANPP

networks compared to the STN network (1%-8%). Furthermore, combining STANPP

and MTAN into MTANPP appears to do as well or better than each in isolation.

We computed pairwise t-tests for each pair of models. For topic 2 accuracy,

all results are significant at the 5% level except for the differences between STN

and STAN and between MTAN and STANPP. For total accuracy, all results are

significant except for STAN and STANPP. For topic 1 accuracy, three differences are

insignificant: STAN vs MTAN, STAN vs MTANPP, MTAN vs MTANPP. We also

see that compared to UNBERT, our proposed approaches perform better across all

metrics of comparison.
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Table 4.3: Average Network Performance across 45 Topic Pairs with Addi-
tional Metrics

Network Score Type F1 Precision Recall AUC

UNBERT
Topic 1 0.629 0.635 0.634 0.646
Topic 2 0.410 0.429 0.404 0.447
Total 0.522 0.535 0.519 0.547

STN
Topic 1 0.602 0.620 0.610 0.613
Topic 2 0.461 0.482 0.483 0.489
Total 0.535 0.555 0.546 0.551

STAN
Topic 1 0.670 0.693 0.660 0.682
Topic 2 0.426 0.476 0.433 0.498
Total 0.563 0.608 0.547 0.590

MTAN (ours)
Topic 1 0.676 0.716 0.653 0.693
Topic 2 0.473 0.522 0.466 0.531
Total 0.583 0.637 0.559 0.612

STANPP (ours)
Topic 1 0.661 0.673 0.663 0.664
Topic 2 0.466 0.521 0.466 0.525
Total 0.573 0.612 0.564 0.594

MTANPP (ours)
Topic 1 0.681 0.696 0.676 0.687
Topic 2 0.522 0.563 0.509 0.552
Total 0.605 0.630 0.592 0.619

By comparing with the Topic Oracle, we see that the best of the proposed

models approaches the accuracy of the topic aware oracle (topic 1: .693 vs .701; topic

2: .552 vs .596). These results also highlight the difficulty of this problem setting,

which we attribute to two factors: First, the training data have few examples from

topic 2 (often less than 100). Second, the article collection contains a wide variety

documents, most of which are not opinion pieces. Thus, the difference between -1 and

+1 articles can be difficult to discern based on linguistic evidence, requiring instead

a nuanced understanding of the political and policy landscape.

Shift in Attention

To further understand model behavior, we examine how attention varies by

model to confirm whether the loss functions are having the intended effects. To do
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Table 4.4: Network hyperparameters considered.
Hyperparameter Values

learning rate 1e-2 to 1e-5
epochs 3, 5, 10, 20, 30, 50
batch size 8,16, 32
dropout 0.0, 0.1, 0.3, 0.5
l2 penalty 0.01, 0.05, 0.1
loss weight (α) 0.01, 0.03, 0.05, 0.07,

0.1, 0.2, 0.3, 0.4, 0.5,
0.6, 0.7, 0.8, 0.9

so, we analyze the change in the attention rank of terms, where the ranking is done

based on cumulative attention scores. For a term wt, let ûit be the corresponding

normalized word attention weight for the term wt contained in the news article di.

Assume there are V unique terms in the vocabulary. Then, the cumulative attention

Ct for term wt across n documents is calculated as:

Ct =

∑n
i=1 ûit∑V

j=1

∑n
i=1 ûij

(4.8)

For illustrative purposes, we analyze the shift in ranks based on these cumula-

tive attention scores for a topic pair where topic 1 discusses gun control and topic 2

discusses climate change. Table 4.5 shows the top 30 terms with the highest cumu-

lative attention scores using our attention network models. For the STAN network,

most of the top terms are either very specific to topic 1 (e.g., gun, shooting, firearm)

or are terms that are polarized and occur across documents (e.g., trump, democrats,

left). For the STANPP network we see that terms that are ranked highly are more

topic specific (e.g., gun, violence, rifle) and have more focus on topic 2 (e.g., fossil,

protection, environmental, climate, fuel, energy, emissions). We see similar trends

for the MTAN and MTANPP networks. This indicates that both the single task

attention network with the updated loss and the multitask attention network seem to
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shift attention away from more polarized terms that occur across topics and towards

terms that are more topic specific.

Figure 4.4: Topic similarity vs test accuracy for 20 topic pairs. The topic
similarity is measured using Jaccard similarity between sets of overlap-
ping terms for a given topic pair. The trend lines are generated using
a lowess regression model.

Effect of topic similarity

We next investigated how the models perform based on the similarity between

topic 1 and topic 2. Intuitively, we expect that if the topics are very different, and

share few terms, then there is little opportunity for homogenization, and thus we do

not expect our models to provide much improvement. On the other hand, if the topics

are too similar, then disentangling them will prove challenging. To measure this, we

use a simple method to quantify the overlap in predictive terms across two topics.

We fit two logistic regression classifiers, one per topic, to predict the political stance

of each article. We then select the top terms from each classifier by picking those

whose coefficient has magnitude greater than 0.01.4 Given these two sets of terms,

4This is a somewhat arbitrary threshold; similar trends were found with different thresholds.
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we compute their Jaccard similarity to measure the overlap of each cluster pair.

Thus, topics are similar if they share terms predictive of political stance. Figure 4.4

shows the results for 20 cluster pairs, fit with lowess regression to visualize trends.

While there is noticeable variance across cluster pairs, the trends generally match our

expectations. The biggest gains occur in the middle of the x-axis, where the topics

are neither too similar nor too dissimilar. In future work, it may be helpful to develop

diagnostics to determine the divergence between the training and testing set to guide

model tuning.

Figure 4.5: Average test accuracy of 45 topic pairs vs loss weights (α) used
in STANPP and MTAN

Effect of loss weights

Both the STANPP and MTAN models use a linear interpolation of loss terms

(Equations 4.5 and 4.6). While these α weights are tuned on the validation set, in

order to understand their impact on accuracy, we additionally plot results as we vary

the α terms in each equation. We first fix all other hyperparameters in Table 4.4

found by optimizing on the validation set. Then, we enumerate α values and plot

accuracy on the test set in Figure 4.5. We observe that STANPP performs best with

small values of α. When α is too large, the accuracy on topic 1 begins to drop.
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While topic 2 accuracy continues to increase, the cost to topic 1 accuracy begins to

overwhelm the tradeoff. In contrast, MTAN appears relatively stable over a range of

α values, until a drop-off once α is greater than 0.7. This suggests that MTAN may

be more suitable in settings where it is difficult to carefully tune α.

4.5 Conclusion

In this chapter, we have identified a specific mechanism that can lead to

political homogenization in news recommendation systems, and we have proposed

attention-based neural networks to reduce this behavior. The proposed approach ex-

hibits reduction in the impact of political homogenization for simulated users with

opposing political leanings across topics. While promising, a considerable amount of

work is needed to better understand this phenomenon. First of all, user studies are

required to both confirm the propensity of such homogenization as well as to better

measure the impact of the proposed approaches, the user study can resemble a ran-

domized control trial where we would have a control and treatment group of users and

the treatment effect would be to expose these users to our adapted models (STANPP,

MTAN and MTANPP). Second, there is a need to focus on the existing debate about

the role of attention in explaining model decisions [84, 161], although these issues

appear to be more important in tasks of greater complexity than text classification.

Finally, news sources are not monolithic in the viewpoints they publish, which can

introduce some bias in the article labels [63], although in aggregate we expect this to

have a limited effect.

A natural extension of the work discussed in both Chapter 3 and the current

chapter is to perform user-studies in order to confirm our findings. We perform a

user based study as discussed in Chapter 1 under section 1.3 where we try to reduce

the impact of filter bubbles using interaction and transparency mechanisms. From
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this study we find that providing users with these mechanisms improves the user’s

awareness about filter bubbles.
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Chapter 5

Characterizing Online Criticism of Partisan

News Media using Weakly Supervised

Learning

5.1 Introduction

The earlier Chapters (3,4) focused on the impact of filter bubbles and recom-

mendation systems on news engagement behavior in the short term. However, this

Chapter takes an alternate approach to examine a particular type of news engagement

behavior on social media. The study is based on a decade’s worth of observational

data collected from Twitter, and it analyzes situations where users express criticism

towards the news media they interact with. The Chapter delves into methods that

can be utilized to identify such scenarios in online social networks, moving away from

the simulation-based studies of the previous Chapters.

Public distrust and animosity towards news media contribute to hyperparti-

sanship, polarization, and misinformation [129, 145]. These effects have been exac-

erbated: a 2022 Pew survey reports that only 61% of U.S. adults have some or a

lot of trust in the information they get from national news organizations, a drop of

15% from just six years prior [104]. This distrust also has a partisan divide — 77%

of Democrats versus 42% of Republicans trust national news organizations. How-
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ever, we lack a compelling understanding of the connections between media-targeted

criticism/distrust and the health of the information ecosystem, particularly across

temporal and partisan dimensions.

We highlight a widespread but overlooked nuance of online communication.

Efforts to characterize the level of political polarization in online social media plat-

forms (see, for example, [38, 64, 65]) have largely ignored the intent of engagement

(shares, mentions, etc.) – e.g., the distinction between ridiculing or agreeing with a

news source, an example of which is highlighted in Figure 5.1. This Chapter thus

discusses data and methods to detect engagement intent, specifically whether a social

media user is expressing criticism/distrust of a news source. Based on our collection

of over 3.5M Twitter-based news source mentions over the past ten years, we train a

neural network to classify the news sharing intent of each mention based on its lin-

guistic context as well as the user’s past engagement behavior. Because labeled data

is scarce, we apply weak supervision approaches, relying on noisy labeling functions

based on keywords and user-based features to train the classifier. After validating

the classifier on a smaller number of manually-labeled examples, we then apply it to

all of our historical data, allowing us to ultimately analyze the prevalence of media-

critical tweets by user and news source and over time. Given these advances in our

understanding of news engagement dynamics, the primary contributions of this work

can be summarized as follows:

• Dataset: We construct a novel dataset of 3.5M tweets that engage with one of 522

news sources over a ten year period. We will share tweet IDs, news sources, and

inferred sharing intent to foster future research in this area.

• Weak supervision: We find that weak supervision using both text and user-based

heuristics can provide accurate labels (89% F1) with modest coverage (48%). Fitting

a weakly-trained classifier improves to full coverage while maintaining high accuracy
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Figure 5.1: Example tweet critical of a news source.

(84% F1).

• Effects on Polarization Estimates: We find that adjusting for these critical

tweets provides a different picture of the diversity of user news engagement. Users

who previously appeared to engage with diverse news sources are seen as more

hyperpartisan when accounting for tweets that are critical of opposing news sources.

• Criticism by user, news source, and time: Applying the classifier to the larger

dataset, we find that the most criticized news sources are CNN and MSNBC on

the left and Fox News and OANN on the right; that hyperpartisan users are more

likely to post critical tweets; and that the rate of news criticism exhibited several

significant spikes during key political events (e.g., during the investigation of Russian

involvement in the 2016 U.S. election and during Brett Kavanaugh’s Supreme Court

nomination).

5.2 Data

Our goal was to collect news engagement tweets that are (a) diverse with

respect to the partisan lean of the news source, (b) diverse with respect to the partisan

lean of the users, and (c) posted over many years in order to observe long-term trends

both at the user level and in aggregate. To do so, we sought to identify a diverse set

of Twitter users who engage with political news, using the following steps:
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Figure 5.2: News Sources Partisan Distribution

Step 1: Collect news sources. We collected 419 English-based news sources from

allsides.com, a media rating site used often in prior work [10, 106, 113, 171]. Each

news source is associated with a partisan stance in {−2,−1, 0,+1,+2}, ranging from

extreme liberal (−2) to extreme conservative (+2). To capture a wider range of media

quality, we added to this set 103 sources identified by Guess et al. [70] as news sources

of low reliability (e.g., those that publish stories determined to have little factual

basis). We denote the partisan stance of these news sources as −3 (unreliable liberal

sources) and +3 (unreliable conservative sources). Figure 5.2 shows the distribution

of partisan stances over the final set of 522 news sources. Before proceeding to the

next step, we retrieved the Twitter handle and url for each news source.

Step 2: Identify users. To identify users who engage with these 522 news sources,

we used the Twitter Search API to find tweets that either mention a news source’s

Twitter account or contain a url matching the news source’s web domain. We sub-

mitted queries for each news source in Fall 2021, yielding 1.67M matching tweets.

While these matched users are likely to be actively engaged with news, we also

wanted to diversify the user set to identify a broader set of users. To do so, we used

the Twitter Streaming API to sample from all English-language tweets posted during

the same time period. We added these 59k tweets to the tweets collected above.



72

Step 3: Filter users. To allow us to study long term trends, we retained only those

users identified in the previous step with accounts at least five years old. Additionally

we filter these to remove suspected bot accounts as well as those likely to be celebrities

or organizations. We use a set of heuristics from the literature [40] for this filtering

step, where we look at different characteristics of each account and compare them

against different cut-off values. The characteristics and their corresponding cut-off

values are as follows :

1. Follower Size (≤ 1000)

2. Following Size (≤ 1000)

3. Daily Tweet Activity (≤ 10)

4. Total Tweets authored during the life of the account (≥ 1000 and ≤ 30000)

After filtering, we finally sampled users to diversify by partisan stance and

news source, ensuring that one or two news sources do not dominate the dataset. To

do so, we sampled ∼600 users from each partisan stance (based on the news source

they mention); within each partisan stance, we sampled an equal number of users for

each news source. We added to this set a random sample of 1,200 identified from

the Streaming API in the previous step. This resulted in a final set of 5,470 users

representing a diverse set of political interests and engagement.

Step 4: Collect and annotate timelines. After the users were sampled, we next

collected each user’s entire timeline to identify a larger set of news engagement tweets.

From these 5,470 users, we collected nearly 37M tweets spanning ten years. For each

tweet, we searched for a mention or url that refers to any of the 522 news sources from

Step 1 and labeled each matching tweet with its corresponding partisan score (i.e. the

score of the referenced news source). Of the 37M tweets, 3.5M engage with one of
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Type Count News Engagement
All Tweets 36,543,574 3,491,270 (9.5%)

Quotes 1,417,012 171,403 (12.1%)
Retweets 18,823,632 1,965,171 (10.4%)

Replies 8,495,253 670,138 (7.9%)
Status 7,807,677 684,558 (8.8%)

Table 5.1: Tweets collected from 5,470 users and the fraction that reference
one of 522 news sources.

the 522 news sources (Table 5.1), suggesting that these users are, by design, quite

engaged with political news and thus should not be considered representative of all

Twitter users or the U.S. population as a whole (Please see §5.7 for more discussion

of such limitations.)

5.3 Problem Formulation

With the above data, we now express our problem as follows: For each tweet

that mentions a news source, we must determine whether or not that tweet is critical

of the news source. We use the term critical to encompass a variety of connotations,

such as ridicule, distrust, animosity, and sarcasm. As usual, these expressions range

from the direct (“@FoxNews is garbage.”) to the subtle (“Nice to see @CNN continuing

with their objective, unbiased, journalism. {cough, cough}”).

We formulate this as a binary classification task. For each tweet ti mentioning

a news source, we assign a class label yi ∈ {0, 1}, where yi = 1 indicates that the

author is criticizing the news source, and yi = 0 indicates the absence of criticism.

Based on our initial exploration of the data, we make the following simplifying

assumptions to formulate a more tractable task: (1) we remove direct retweets of

news sources, as these do not add any additional context to assess intent (e.g., “RT

@CNN: breaking news ...”) ; (2) we remove tweets that are part of threaded replies, as

it is challenging to determine who the target of criticism is (e.g., “@JoeSmith @CNN
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You are garbage”); and (3) we restrict analysis to tweets that either reply directly

to a news source (e.g., “@FoxNews #FakeNews”) or mention the news source in the

body of the tweet (e.g., “When will @CNN stop lying?”).

Finally, in line with prior work showing that engagement occurs most fre-

quently with ideologically extreme content [55], we find that the rate of criticism is

higher for more partisan news sources. We thus restrict our attention to the 216 news

sources with partisan stance in {−3,−2,+2,+3}, to focus on the most salient subset

of data. These sources include popular outlets such as CNN, MSNBC, and Slate on

the left and Fox, OANN, and Breitbart on the right. With these assumptions, our

final universe consists of 1.2M tweets that are candidates for classification.

5.4 Methods

Given the lack of labeled data, and the presence of several strong classification

signals based on user and keyword features, weakly supervised learning provides an

efficient methodology to train a classification model for this dataset [98, 103, 147].

The overall approach is to first define a set of labeling functions that can

provide noisy labels for a large subset of data. For example, the presence of the term

#FakeNews may serve as a strong labeling function. Similarly, when a user who

mostly engages with strongly conservative media mentions a strongly liberal news

source, it is probable that the intent is to criticise the liberal news source. Once these

labeling functions are defined, they are used to create training data for a classifier.

To account for label noise, we compare several weakly supervised learning methods

designed for such scenarios. Below we describe the labeling functions and classification

methods in turn.
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5.4.1 Labeling Functions

We define a labeling function ϕ as a collection of heuristics that maps a given

tweet to a corresponding label y ∈ {0, 1,−1}. Here 0 represents the absence of

criticism, 1 represents the presence of criticism, and −1 represents the inability of the

labeling function to assign labels (abstention) due to either missing information or

certain cut-off thresholds not being met, as described below. We implement labeling

functions based on the three following types of information:

User features (ϕup):

This labeling function relies on a user’s historic news engagements and the

political accounts they follow.1 First, we estimate the partisan stance of the user

(conservative or liberal) based on whom they follow and the partisan lean of the news

sources they engage with. For example, if more than 90% of the political accounts

they follow are liberal, and if more than 90% of their news engagement tweets are

liberal, the user is labeled as liberal.2 This labeling function annotates each news

engagement tweet that is aligned with the user’s partisan lean as 0, and tweets of the

opposite partisan lean as 1. This function abstains for tweets from users for whom we

could not infer partisan lean based on the thresholds above. Formally we denote this

labeling function as ϕup , where {eaup, edrtup , e
pf
up} is the collection of heuristics it uses to

assign a label to a given tweet.

Here eaup represents the heuristic that measures the partisan distribution of

all the historic tweets of a given user uj where they engage with a news source and

compares the difference in the normalized distribution between the conservative c
uj
ac

1We use a dataset of politician Twitter accounts with party affiliation –
https://www.propublica.org/datastore/dataset/politicians-tracked-by-politwoops

2The 90% threshold is a tuning parameter to tradeoff precision and coverage, described at
length in the Appendix.
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and liberal engagements cuj

al against a chosen threshold value δa. It assigns a value of

1 if the current tweet t
uj

i of the user engages with a news source whose stance s
uj

i is

equal to the minority partisan stance psamin(uj) of the user’s news engagements and

0 otherwise. For example, if the user is strongly conservative (cuj
ac >> c

uj

al ) then the

minority stance would be liberal and vice versa. We also check to see if the total

number a user’s tweets are greater than a threshold ρa to make sure enough user

information is present for the heuristic to work effectively.

eaup(t
u
i ) =


1, if |cuj

ac − c
uj

al | ≤ δa ∧ s
uj

i = psamin(uj)

−1, if cuj
ac + c

uj

al < ρa

0, otherwise

(5.1)

edrtup represents a similar heuristic as eaup but instead of considering all the tweets

where the user engages with a news source, we only consider direct retweets (these

are retweets whose original author is an official Twitter account of a news source).

This heuristic is shown in equation 5.2.

edrtup (t
uj

i ) =


1, if |cuj

drtc − c
uj

drtl| ≤ δdrt ∧ s
uj

i = psdrtmin(uj)

−1, if cuj

drtc + c
uj

drtl < ρdrt

0, otherwise

(5.2)

epfup represents a heuristic that measures the partisan distribution of a set of

politician Twitter accounts a user follows upf
j and compares the difference in the

normalized distribution between the conservative politician accounts c
uj
pc and liberal

politician accounts c
uj

pl against a chosen threshold value δpf . It assigns a value of 1

if the current tweet t
uj

i of the user engages with a news source whose stance s
uj

i is

equal to the minority partisan stance pspfmin(uj) based on the user’s followed politician
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Table 5.2: Threshold Parameters for ϕup

Threshold
Parameter Values

δ
0.05, 0.1, 0.15,
0.2, 0.25, 0.3, 0.35

ρ 5, 10, 15, 20, 25, 30

accounts and 0 otherwise. We also check to see if the total number of politician Twitter

accounts the user follows are greater than a threshold ρpf .

epfup(t
uj

i ) =


1, if |cuj

pc − c
uj

pl | ≤ δpf ∧ s
uj

i = pspfmin(uj)

−1, if ||upf
j || < ρpf

0, otherwise

(5.3)

Using the results of each of these heuristics , the labeling function ϕup uses a

unanimous voting scheme to assign the final labels for a user’s tweet tui .

ϕup(t
uj

i ) =


1, if eaup(t

uj

i ) == edrtup (t
uj

i ) == epfup(t
uj

i ) == 1

0, if eaup(t
uj

i ) == edrtup (t
uj

i ) == epfup(t
uj

i ) == 0

−1, otherwise

(5.4)

All the threshold parameters (δ, ρ) are tuned over a manually annotated dataset

across different parameter ranges (Table 5.2).

Text Features (ϕtt):

This labeling function relies on the text of the tweet in which the user mentions

a news source. We consider keywords both indicative of criticism (e.g., “propaganda,”

“fake news”) as well as those indicative of support (e.g., “must watch”, “worth reading”).

In addition to individual words/phrases, we also consider word collocations — e.g.,

when “false” and “story” appear in any order, the text is labeled as critical. We denote
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this labeling function as ϕtt, where {edtt, ectt, e
p
tt} represents the types of heuristics it

uses to assign a label to a given tweet.

Here edtt represents a set of heuristics that perform a direct string match that

utilizes a collection of keywords and phrases to label both the positive (ed+tt ) and

negative classes (ed−tt ). It labels a user’s tweet tuj

i if any of these keywords or phrases

are present in the text of the tweet.

ectt represents a set of heuristics where a single item in this set contains a rule

of the form wr : {wo
0, w

o
1, ..., w

o
m}, here wr represents a root word and wo

i represents

an optional word. These heuristics first check if the tweet text contains wr and then

checks to see if any of the wo
i ’s are also present in the tweet text. Similar to edtt, this

heuristic set contains different sets of rules for both the positive (ec+tt ) and negative

(ec−tt ) class.

Lastly eptt represents a set of pattern based heuristics which check to see if a

news source is mentioned with certain neighboring words in a specific order.

Using the results from these heuristics, the labeling function ϕtt uses a "logical

or" scheme to assign the final labels for a user’s tweet t
uj

i .

ϕtt(t
uj

i ) =


1, if ed+tt (t

uj

i ) == 1 ∨ ec+tt (t
uj

i ) == 1 ∨ ep+tt (t
uj

i ) == 1

0, if ed−tt (t
uj

i ) == 0 ∨ ec−tt (t
uj

i ) == 0 ∨ ep−tt (t
uj

i ) == 0

−1, otherwise

(5.5)

If any of these heuristics fail to assign a label due to them not being present

in the text of tweet or if the heuristics for both the positive and negative classes both

fire, we assign a label of -1. For the complete list of heuristics refer Table 5.4.
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Table 5.3: Labeling function output on unlabeled data
function pos neg abstain

ϕtt 5,087 (3%) 39,356 (27%) 103,594 (70%)
ϕup 4,600 (3%) 34,601 (23%) 108,836 (74%)
ϕun 7,872 (5%) 63,181 (43%) 76,984 (52%)

Union of the above (ϕun):

This labeling function takes the union of the prior two functions ϕup and ϕtt,

ignoring conflicting assignments. That is, if the two functions agree, or if one of

them abstains, the predicted label is returned; otherwise, it abstains. By removing

conflicting labels, we expand the coverage of the single labeling functions and reduce

label noise.

To assess the coverage of each function, we apply them to the unlabeled data

filtered as described in §5.3 and report the estimated label distribution in Table 5.3.

We observe that ϕtt and ϕup exhibit similar levels of coverage, labeling 30% and 26%

of the data, respectively, and each labeling 3% of the data as positive. As a fraction

of the labeled instances, excluding abstentions, each method labels about 11% as

positive. The union function ϕun improves coverage to 48%, while also assigning

about 11% of the labeled instances to the positive class. We will discuss the accuracy

of these labeling functions on manually annotated data in §5.5.

5.4.2 Classification models

In this section we discuss the different models we train based on the labeling

functions from the previous section. We consider separate neural networks based only

on user features or only on text features, as well as a network that combines the two.

Unlike the labeling functions, these models are binary classifiers: critical vs. not

critical.
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Table 5.4: Heuristics for ϕtt
Heuristic
Type

Heuristics Class
Label

edtt

cover up, covering up, shameful reporting, fakenews, fraud news,
racist news, fraud network, racist network, not reporting,
untrusted news, shit news, half truths, tell the truth,
cant handle the truth, bunch of crap, stop lying, brainwashed,
misinformation, disinformation, exaggerations, scaremongering,
propaganda, fearmongering, hypocrisy, boycott

1

watch this, must watch, live update, listen to, please read,
read this, must read, worth reading, please share, study finds,
top stories, top story, shocking news

0

ectt

false : news, stories, reporting, narrative, media
fake : news, reports, stories, story, report, media, network
hoax : news, reports, stories, story, report, media
conspiracy : theories, theory
fictitious : news, report, story, narrative, media
misrepresent : news, facts, truth, story, report, narrative, media
misinform : public,people,america
exaggerate : news, report, story, narrative
mislead : public,people,america
made up : lies, crap, shit
make up : lies, crap, shit
brainwash : people, public, america
spread : lies, propaganda, conspiracies, shit, fear
deceive : people, public, america
biased : news, report, narrative, network, media, shit
one sided : news, report, narrative, network, media
bullshit : news, report, narrative, network, media
crap : news, report, narrative, network, media
shit : news, report, narrative, network, media
garbage : news, report, narrative, network, media

1

breaking : news, exclusive, report, story
watch : now, live
good : news, report, story, journalism, narrative, article, piece, video
great : news, report, story, journalism, narrative, article, piece, video
best : news, report, video
inspiring : news, report, story, journalism, narrative, article, piece, video
incredible : news, report, story, journalism, narrative, article, piece, video
real : news, report, story, journalism, narrative, article, piece
thanks : news, report, story, journalism, narrative, article, piece
thx : news, report, story, journalism, narrative, article, piece
latest : news, report, story, narrative, article, piece, scoop
fantastic : news, report, story, narrative, article, piece, scoop

0

eptt

expose @NS, exposing @NS, exposes @NS, @NS exposed,
@NS sucks, @NS is a joke, @NS fuck you, fuck you @NS,
screw you @NS, @NS screw you, fuck @NS, @NS crap,
@NS is crap, crap from @NS, @NS should fire, cant trust @NS,
can not trust @NS, dont trust @NS, do not trust @NS

1

via @NS 0
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Table 5.5: User Based Features
Name Description

News Source Engagement
Partisan Distribution

The distribution of partisan stances of all the
news sources the user engages with across all
his tweets

Followed Politician Accounts
Partisan Distribution

The distribution of partisan stances of all
politicians the user follows

Followed News Source Accounts
Partisan Distribution

The distribution of partisan stances of all
news sources the user follows

Engaged News Source
Partisan Stance

The partisan stance of the news source the
user currently engages with in the current tweet

Tweet Type The type of tweet
(i.e retweet, replied_to, status, quote)

News Source Engagement Type How the user engages with the news source
in the current tweet (i.e mention, url)

Is Direct Reply If the current tweet is a direct reply to a
news source Twitter account

Multiple News Source Engagement If multiple news sources are mentioned
in the current tweet

Public Metrics The public metrics of the current tweet

Engaged News Source Fraction The fraction of engagements of the
current news source engaged in the tweet

User Network : This network model takes as its input hand-crafted features based

on the user’s Twitter profile as well as their historic news engagements. These in-

clude features such as the distribution of partisan stances among a user’s mentions

or follows, the partisan stance of the tweet being classified, and how the news source

is referenced (e.g., direct reply or mention in tweet body). A complete list of features

is available in Table 5.5.

We use a simple fully connected network for this model. For each tweet, we

extract the above features, fi, and pass them through one hidden layer with relu

activation, followed by a classification layer with sigmoid activation:

zu = relu(Wufi + bu) ŷi = σ(Wozu + bo)

Text Network : This network uses the actual text of the tweet (and the referenced

tweet) to perform classification. To improve generalizability, we first pre-process all

tweets by replacing Twitter handles with a placeholder token. We then pass each tweet
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through a version of the RoBERTa language model pre-trained on English tweets [13]

to obtain word level representations {a0, a1, ...ap}, after which we perform a pooling

aggregation to obtain a single vector representation ri. This is passed through one

hidden layer and one classification layer with sigmoid activations:

zt = σ(Wtri + bt) ŷi = σ(Wgzt + bg)

Combined Network This network combines user features and text based rep-

resentations together in order to identify if a given tweet contains the presence of

criticism towards an engaged news source. For each tweet we obtain the intermediate

representations zu (from the User Network) and zt (from the Text Network) and pass

them through linear layers to obtain zcu and zct. These are then concatenated to

obtain zc = [zcu, zct] and passed through to the final output layer to compute the

corresponding class label ŷi:

zcu = σ(Wcuzu + bcu) zct = σ(Wctzt + bct)

ŷi = σ(Whzc + bh)

We use binary cross-entropy as the objective function to train all networks.

5.4.3 Label Denoising

Given the label noise inherent in the labeling functions above, we additionally

experiment with several label denoising approaches. The general pipeline consists of

fitting a probabilistic model that combines the labels generated by different labeling

functions and denoises them to return soft (weighted) labels [200]. These soft labels

are then used to train our classification models. We consider four different approaches

that are appropriate for our task: Dawid Skene (DS) [43], IBCC [98], EBCC [103],
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Table 5.6: Labeling function accuracy on test data.
Function Coverage F1 Prec Rec Acc

ϕup 0.388 0.845 0.862 0.853 0.860
ϕtt 0.391 0.869 0.879 0.869 0.869
ϕun 0.600 0.888 0.888 0.888 0.888

and Data Programming (DP) [147].3 These methods leverage agreements and con-

flicts between the different labeling functions in order to reduce label noise. We use

both ϕup and ϕtt generated labels to train these models, and we use the implementa-

tions provided by WRENCH [200](with default hyperparameters), a weak supervision

benchmark library for classification tasks.

5.5 Experiments and Results

In this section we describe the experiments to validate the classification ap-

proach. To construct a smaller dataset for tuning and validation, we first randomly

sample 300 tweets from the full dataset and manually annotate them. Because there

is high class imbalance, this resulted in only a small number of positive examples.

Thus, we augment these data by using our labeling functions to identify a sample

of positive and negative examples, which we then manually annotate. After this

annotation process we sub-sample from this resulting set to have balanced label dis-

tributions, splitting them into validation and test datasets, ensuring that there are no

overlapping users across our training, testing, and validation sets. The final dataset

sizes for test and validation are, respectively, 312 and 233.

To train each weakly supervised model, we apply our labeling functions

(ϕup, ϕtt, ϕun) to the unlabeled tweets filtered according to §5.3. Then, we sample a

balanced distribution of labels across positive and negative classes for each of the three

3While other methods exist, they require require a larger number of labeling functions to be
effective
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Figure 5.3: ROC curves of network models trained using different labeling
functions.

labeling functions. The final number of weakly supervised training examples used for

each labeling function is 9,200 for ϕup, 10,174 for ϕtt, and 17,962 for ϕun. We train all

possible combinations of our different network models and labeling functions, using

the Adam [100] optimizer. We tune each network across different hyperparameter

values as shown in Table 5.8. And select the best parameters based on validation

accuracy to identify our best models. These networks are implemented in Pytorch

[132].

Table 5.6 first reports the performance of our labeling functions alone on the

test set. We observe that the labeling functions are rather reliable (.845-.888 F1),

with the text heuristics slightly more accurate than the user heuristics; both have

modest coverage (∼40%). The union function offers an apparent improvement over

both, increasing coverage by ∼20% and accuracy by 1-2%.4

Turning to the classification models, Figure 5.3 shows the ROC curves for each

model/labeling function combination. We see that the text and combined networks

perform better than the user network at different threshold values and across all three

labeling functions. The worst performing labeling function across all three networks

is ϕtt, which may be due to the poor generalization of the keyword-based heuristics.

4The coverage is higher here than in Table 5.3 since the manually labeled data includes both
uniformly sampled tweets as well as those annotated by the labeling functions.
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Network ROC AUC
Text Network + ϕup 0.800 ± 0.028
Text Network + ϕtt 0.719 ± 0.008
Text Network + ϕun 0.810 ± 0.017
Text Network + DS 0.840 ± 0.007
Text Network + IBCC 0.822 ± 0.014
Text Network + EBCC 0.836 ± 0.006
Text Network + DP 0.812 ± 0.013
User Network + ϕup 0.749 ± 0.049
User Network + ϕtt 0.657 ± 0.022
User Network + ϕun 0.744 ± 0.025
Combined Network + ϕup 0.810 ± 0.015
Combined Network + ϕtt 0.723 ± 0.006
Combined Network + ϕun 0.796 ± 0.008
Combined Network + DS 0.816 ± 0.015
Combined Network + IBCC 0.784 ± 0.038
Combined Network + EBCC 0.810 ± 0.023
Combined Network + DP 0.826 ± 0.015

Table 5.7: Test set ROC AUC for combinations of model, labeling function,
and label denoising methods.

Table 5.7 shows each classification model’s ROC AUC score along with the

Label Denoising enhancements.5 We observe that the text and combined networks are

comparable in performance across different training settings. We also see that using

soft-labels generated by the different label models (Dawid Skene, IBCC, EBCC, and

5Other metrics are available in the Appendix, Table 5.9.

Table 5.8: Hyperparameter Values for Experiments
Hyperparameter Values
Learning Rate 1e-2 to 1e-6
Epochs 50
Early Stopping Patience 3,5,7
Hidden Units 64,128,256,512,1024
Pre-trained Freezing True, False
Hidden Activations Relu, Sigmoid
Batch Size 8,16,64,128,256
Dropout 0.05,0.1,0.2,0.3
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Network Accuracy F1 Precision Recall
Text Network + ϕup 0.800 ± 0.049 0.800 ± 0.028 0.805 ± 0.023 0.801 ± 0.026
Text Network + ϕtt 0.723 ± 0.008 0.717 ± 0.007 0.738 ± 0.016 0.723 ± 0.009
Text Network + ϕun 0.813 ± 0.015 0.810 ± 0.017 0.825 ± 0.010 0.813 ± 0.015
Text Network + DS 0.840 ± 0.007 0.840 ± 0.007 0.840 ± 0.007 0.840 ± 0.007
Text Network + IBCC 0.824 ± 0.015 0.824 ± 0.015 0.828 ± 0.017 0.824 ± 0.015
Text Network + EBCC 0.837 ± 0.006 0.837 ± 0.006 0.839 ± 0.006 0.837 ± 0.006
Text Network + DP 0.812 ± 0.013 0.812 ± 0.013 0.812 ± 0.012 0.812 ± 0.013
User Network + ϕup 0.747 ± 0.049 0.747 ± 0.050 0.751 ± 0.047 0.747 ± 0.050
User Network + ϕtt 0.662 ± 0.018 0.643 ± 0.033 0.699 ± 0.022 0.662 ± 0.018
User Network + ϕun 0.746 ± 0.025 0.745 ± 0.025 0.747 ± 0.026 0.746 ± 0.025
Combined Network + ϕup 0.812 ± 0.014 0.811 ± 0.015 0.816 ± 0.013 0.812 ± 0.014
Combined Network + ϕtt 0.728 ± 0.006 0.719 ± 0.009 0.755 ± 0.019 0.728 ± 0.006
Combined Network + ϕun 0.799 ± 0.007 0.797 ± 0.007 0.808 ± 0.008 0.799 ± 0.007
Combined Network + DS 0.816 ± 0.014 0.818 ± 0.015 0.816 ± 0.014 0.816 ± 0.014
Combined Network + IBCC 0.785 ± 0.035 0.783 ± 0.037 0.792 ± 0.032 0.785 ± 0.036
Combined Network + EBCC 0.810 ± 0.023 0.810 ± 0.023 0.810 ± 0.023 0.810 ± 0.022
Combined Network + DP 0.826 ± 0.014 0.826 ± 0.014 0.826 ± 0.015 0.826 ± 0.014

Table 5.9: Test set Performance for combinations of model, labeling function,
and label denoising methods.

Data Programming) helps improve performance compared to just training the models

with hard labels generated by a single labeling function. The best performing model

is the text network that uses soft-labels predicted by the Dawid Skene label model,

achieving an average ROC AUC score of 0.840 across different random seed settings.

5.6 Analysis of Media-Targeted Criticism

As our main interest for this work is to help answer important questions regard-

ing issues of criticism shown towards partisan news media, we use our best performing

model to infer which tweets indicate criticism, from all data filtered according to §5.3.

The resulting dataset contains ∼1.2 million tweets, of which ∼1.16 million were la-

belled as non-criticism, and ∼45K were labelled as criticism. With these data, we

next consider how news criticism varies by user, news source, and time.

5.6.1 Criticism by User Partisan Stance

To analyze how criticism varies across users with different partisan preferences,

we bin all users into five bins based on their average partisan stance, which is estimated
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Figure 5.4: Criticism ratio by partisan stance of the user (left panel) and in
aggregate (right panel).

by the stance of news sources a user engages with through direct retweets.6 For each

bin, we compute the criticism ratio, defined as the proportion of news engagement

tweets that criticize a news source. The results in Figure 5.4 show that users with

extreme partisan preferences (Bins 1 and 5) are much more likely to express criticism

than users with more moderate preferences. Another interesting observation is that

users that are moderately liberal (bin 2) exhibit less criticism compared to moderate

conservatives (bin 4). The right panel of Figure 5.4 shows the overall criticism ratios,

ignoring user bins. This indicates a slightly higher level of criticism towards liberal

media than towards conservative media, though the differences do not appear to be

significant.

5.6.2 Criticism by News Source

Figure 5.5 plots the criticism ratio for the top ten most mentioned news sources

from each partisan stance. Among reliable liberal news media, CNN receives the

most criticism (∼9% of all engagements), followed by MSNBC (∼6%). For conser-

vative media, Fox (∼7%) is targeted the most, followed by OANN (∼6%). We also

6We assume direct retweets is a reliable indicator of user support for a particular news source.
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Figure 5.5: Criticism shown towards the most mentioned news sources from
each partisan stance.

note that criticism shown towards unreliable conservative sources is greater than that

shown towards unreliable liberal sources, although overall engagement with +3 news

sources relative to -3 news sources is also greater.

5.6.3 Effect of criticism on diversity measures

Identifying tweets containing media-targeted criticism may affect estimates of

news engagement diversity, which in turn provides fresh insights about the nature of

filter bubbles [60]. We thus examine how filter bubble measures change after removing

critical tweets.

To measure the diversity of a user’s news engagements, we use the normalized

stance entropy measure (NSE) used in prior work on filter bubbles by Liu et al. [106]:

NSE =
−

∑m
i=1 pilog pi
logm

, where pi is the fraction of a user’s engagements that belong to

a particular stance i ∈ {−3,−2, 2, 3}, and m = 4 is the total number of partisan

stances. NSE has a maximum value of 1, and higher values indicate more diverse

news engagement.

Figure 5.6 shows the distribution of NSE scores before and after removing

critical tweets. We can see that, after removing critical tweets, NSE is reduced with

means of .358 to .339, the standard error for the means are 0.00373 (Before) and
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Figure 5.6: Comparison of Normalized Stance Entropy before and after re-
moving critical tweets.

0.00375 (After) and both are found to be significant with p<0.0001 using a t-test.

The most noticeable change is the reduction in users in the middle range (.25 to .5),

and a corresponding 13% increase in the number of users with low diversity (0 to

.25), signaling that users do have less diverse news engagements when criticism is

considered.

5.6.4 Criticism Over Time

To investigate how criticism towards news media changes over time, we cal-

culate the fraction of critical tweets per month. Figure 5.7 plots both the source of

criticism (top panel) and the target of criticism (bottom panel). We observe that

criticism towards media has increased over time, with liberal media receiving higher

criticism ratios than conservative media for most time periods.

We also observe substantial spikes in these time series (mid-2017, late-2018

and mid-2019). To identify possible events corresponding to these spikes, we extract

the most common terms during these time windows. For the mid-2017 spike, promi-

nent terms like {Trump, President, Obama, Comey, Russia, police, Charlottesville,
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Syria, Muslim} indicate events such as the investigations into Russian involvement in

the 2016 U.S. elections, the “unite the right” rally in Charlottesville, and the Syrian

War. For the 2018 spike, terms like {Kavanaugh, vote, women, Mueller, investiga-

tion}, refer to the sexual misconduct allegations against Supreme Court judge Brett

Kavanaugh and Robert Meuller’s investigation into Russian interference in the 2016

U.S. election. For the mid-2019 spike, terms like {Mueller, racist, 2020, Biden, chil-

dren, border, Epstein} refer to the detention of child migrants during the border crises

and the arrest of Jeffrey Epstein for sex trafficking crimes.
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Figure 5.7: Criticism across time by partisan stance of the user (top panel)
and news source (bottom panel).

5.6.5 Progression Towards Criticism

Finally, we study how individual users engage with news over time, specifically

the context surrounding the first occurrence of a critical tweet. To assess whether

this takes place before or after users engage with partisan/unreliable media, we sep-
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User Group Sequence % of Users
Liberal −2→ −3→ CC 49.07

−2→ CC → −3 45.91
CC → −2→ −3 2.77
−3→ −2→ CC 2.11
CC → −3→ −2 0.13
−3→ CC → −2 0.00

Conservative 2→ 3→ CL 46.33
2→ CL → 3 33.79
3→ 2→ CL 13.03
CL → 2→ 3 6.07
3→ CL → 2 0.49
CL → 3→ 2 0.29

Table 5.10: Progression sequences of first engagement of each type.

arate users into liberal and conservative groups based on the stance of their direct

retweets (as in §5.6.1). For liberal users, we consider all who have engaged with -3

and -2 sources as well as who have posted at least one tweet critical of conservative

media (denoted CC). Analogously, for conservative users, we consider those who have

engaged with +3 and +2 sources while posting at least one tweet critical of liberal

media (denoted CL). We then find the first occurrence of each engagement type for

each user and count the frequency of each sequence. The results in Table 5.10 indicate

that, for both sides, the most common sequence is partisan → unreliable → critical.

This is followed by partisan → critical → unreliable. Overall, these results suggest

that most users begin engaging with unreliable news prior to expressing criticism of

cross-partisan media.

5.7 Limitations

The limitations of this work include the following:

• User sample: As we aimed to identify users who engage with political news, the

results should not be interpreted as representative of all of Twitter or the U.S. While

most users appear to be based in the U.S., we did not attempt to exclude users from
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other countries.

• Media sample: While we considered a wide range of news sources, for our primary

results we focus on engagement with partisan and unreliable sources, omitting media

rated as -1, 0, or 1 by AllSides. As described in §5.3, this was done in part to focus

our efforts on media most often mentioned in critical tweets. Future work should

consider additional news sources.

• Classifier noise: As our experiments indicate, the classifier is imperfect, and these

errors can propagate to the analysis in §5.6. Future work could apply adjustment

methods to calibrate estimates of critical tweets [61, 94].

Regarding social impact, we acknowledge that we do not consider the issue of

whether criticism of the media fosters greater levels of democracy but rather whether

a key feature of democracy – criticism in media – might play a role in promoting

the consumption of more polarizing news. That said, criticism of the media itself is

accepted by the public as a key feature to improve journalism [34, 39], a feature that

is unlikely to be eliminated in online news consumption patterns anytime soon.

5.8 Conclusion

In this Chapter, we have proposed a methodology for identifying tweets that

criticize partisan news media, and we have conducted a descriptive analysis to un-

derstand how such tweets vary by user, news source, and time. Our classification

experiments indicate that weak supervision can effectively train such a classifier with

limited and manually-annotated data.

Some of the substantive results are intuitive – e.g., hyperpartisan users are

more likely to criticize media from the other side (Figure 5.4), with CNN and Fox

receiving the largest shares of critical tweets (Figure 5.5). Other results are more

nuanced – e.g., unreliable news sources (-3, +3) do not necessarily receive more criti-
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cism than reliable news sources (-2, +2). Furthermore, we found substantial changes

in critical tweets over time, including the tripling of the criticism ratio toward liberal

media in mid-2017 and the doubling of the criticism ratio toward conservative media

in late-2018. Finally, our accounting for media-oriented critical tweets reveals that

user news engagement is not as politically diverse as one might otherwise expect.
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Chapter 6

Forecasting News Engagement Behavior

6.1 Introduction

The previous chapter focused on a particular news engagement behavior where

users express criticism towards the news media they engage with. This chapter aims

to deepen our understanding of how users interact with news content online and to

uncover the factors that drive their behavior. In pursuit of this objective, we focus our

efforts towards exploring methods that can forecast future news engagement behavior

on Twitter. By examining patterns of user behavior over time, these methods can

provide valuable insights into the key factors that influence online news engagement

behavior in the long term.

6.2 Problem Formulation

We formulate this problem of predicting future news engagement behavior as

a forecasting task where we define news engagement as a scenario in which a given

user either mentions a news source or shares an article published by it. Let yitj

represent a count vector of all partisan stances p, p ∈ {−3,−2,−1, 0, 1, 2, 3} of en-

gaged news sources for a given user ui across time step tj. And let mi
tj

represent

attributes of all tweets (text,mentions,hashtags etc ..) of user ui across tj. Given

the observed historic news engagement count vectors {yit1 , y
i
t2
, ..., yitn} and tweet at-
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tributes {mi
t1
,mi

t2
, ...,mi

tn}, our goal is to estimate the probability distribution over

the engagement counts of a future time step tn+1 for user ui.

P (yitn+1
|yit1 ...y

i
tn ,m

i
t1
...mi

tn) (6.1)

For example, given the recent historic tweet attributes and engagement counts

we want to predict how many times a given user would engage with news sources

across all stances (-3 to +3) for the next consecutive time step.

6.3 Data

We use an extended version of the dataset discussed in Chapter 5. In addition

to the already collected historic Twitter profiles of 5470 users, we additionally collect

4311 users in a similar fashion as described in Chapter 5, so in total we have 9781

unique users in our data collection (D). The tweet distribution by year is shown in

Table 6.1 where the total number of tweets collected thus far is 63.5 million. In this

Table matched tweets refer to the tweets where a user engages with a given news

source and encompasses 10.2 % of our entire data collection. Here we define news

engagement as a scenario where a user either mentions the official Twitter handle of

the news source or shares an url of a news article published by the news source in a

given tweet. The distribution of engagement types can be seen in Table 6.3. Each

news source is associated with a partisan stance score ranging from -3 to +3 (liberal

to conservative with varying degree of extremeness) and we map every matched tweet

to a corresponding stance depending on which news source the user engaged with in

the current tweet. The distribution of tweets by partisan stance can be seen in Table

6.2, where majority of the engaged tweets belong to the -1 partisan stance followed

by 0 and +2.

Given that the majority of the matched tweets in our dataset occurred after
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Year All
Tweets

Matched
Tweets Matched %

2006 3 0 0.000
2007 424 0 0.000
2008 14,649 7 0.048
2009 92,788 189 0.204
2010 187,609 2398 1.278
2011 741,038 16,065 2.168
2012 1,569,018 49,765 3.172
2013 1,853,832 74,069 3.995
2014 2,172,500 120,568 5.550
2015 2,579,583 181,957 7.054
2016 3,502,755 350,700 10.012
2017 4,816,301 585,272 12.152
2018 5,744,817 684,334 11.912
2019 7,889,222 904,271 11.462
2020 16,247,000 1,843,002 11.344
2021 16,021,606 1,654,322 10.326
Total 63,433,145 6,466,919 10.195

Table 6.1: Tweet Distribution by Year

2015, as indicated in Table 6.1, we have decided to focus on tweets that were created

on or after January 1, 2015, for the purpose of this study. In order to ensure that we

only include users who have a significant history of engaging with news sources, we

apply two filtering criteria: (1) we exclude user accounts that do not engage with news

sources at least 50 times, and (2) we exclude accounts where the news engagements

are not spread across at least 3 years in time, this results in 3806 users being filtered

out and 5975 users remain.

To reduce the impact of automated accounts we filter out user accounts which

we consider as outliers, we accomplish this by removing all user accounts whose

total news engagement volume is 3 standard deviations greater than the mean news

engagement volume (i.e 3-sigma rule) [75, 140], we end up removing 137 users that

were identified as outliers by the above criteria. The final number of users that remain

in our data collection is 5838.
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Stance Matched
Tweets Matched %

-3 112,560 1.741
-2 1,141,939 17.658
-1 1,977,177 30.574
0 1,240,848 19.188
1 569,489 8.806
2 1,256,521 19.430
3 168,385 2.604

Total 6,466,919 100

Table 6.2: Matched Tweet Distribution by Partisan Stance

News Engagement
Type Tweets # Tweets %

Url 3,550,470 54.902
Mention 1,750,292 27.065

Both (Url + Mention) 1,166,157 18.033
Total 6,466,919 100

Table 6.3: News Engagement Distribution

6.4 Methods

In this section, we discuss how we preprocess our data, the different forecasting

models we utilize, which are based on multiple neural network architectures and our

baseline method. We also discuss the different features we use for model training.

6.4.1 Data Pre-processing

For this study we set n=8 (the number of input timesteps), and each time step

tj encompasses a 3 month-period. As we are using data collected from 2015 - 2021,

there is a issue of data drift due to the large shift in engagement volume throughout

the years (as shown in Table 6.1), to control for this phenomena, we split our overall

dataset (D) into 4 subsets {D1, D2, D3, D4} where each of them covers observations

across a 3 year time period (train - 2 year, test - 1 year) across all users as shown

in Table 6.4 and train separate models over each of these smaller datasets. Here
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each observation consists of features across 8 time steps, (8, 3-month windows that

spans across 2 years) which is used as the input and the next consecutive 3 month

window is used as our forecasting horizon. An example of this for a given user in D1

is shown in Table 6.5 in terms of time based windows (this process is repeated across

D2, D3, D4). From this Table we can see that each user has 4 observation sequences

used for training and 4 for testing purposes.

Dataset Train Val Test
D1 2015-2017 2015-2017 2018
D2 2016-2018 2016-2018 2019
D3 2017-2019 2017-2019 2020
D4 2018-2020 2018-2020 2021

Table 6.4: Data Subsets by Time
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6.4.2 Features

1. News Engagement Counts(yitj) : For each input time step tj for user ui for a

given observation sequence, we use a count vector of all partisan stances p, p ∈

{−3,−2,−1, 0, 1, 2, 3} of engaged news sources denoted as yitj where yitj ∈ R1×7.

We also standardize these count values using z-score standardization, where the

means and standard deviations are calculated over the input time steps (i.e t1

to tn).

2. Tweet Texts(vitj) : For each input time step tj for user ui for a given ob-

servation sequence, we select the top 25 most recent tweets for both the news

engagement tweets and non-news engagement tweets for that specific 3-month

window. We next pass these 2 sets of tweets through a transformer based lan-

guage model called TwHIN-Bert [203] and extract embedding representations

for each token of each tweet. We perform 2 levels of aggregation over these

token representations, (1) for each tweet we concatenate the "cls" token and

average embedding of the other non-cls tokens of the tweet. (2) We next take

an average over these 25 tweet representations. This results in two 1536 dimen-

sion vector representations , one for the engagement tweets (engtj) and one for

the non-engagement tweets (nengtj). We then concatenate these 2 embedding

vectors to get a single text representation vitj , where vitj ∈ R1×3072.

3. Hashtags(#i
tn): For the last input time step tn for user ui for a given ob-

servation sequence, we select the top 100 most frequently used hashtags for

that specific 3-month window. We then pass these hashtags through our lan-

guage model (TwHIN-Bert) and perform an identical aggregation step we used

for our text based features, to obtain a final vector representation #i
tn where

#i
tn ∈ R1×1536.
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4. Input Quarter Encoding(qitj): For each observation sequence we encode the

year quarter of each input time step as a one-hot encoding vector qitj , where

qitj ∈ R1×4.

5. Forecast Quarter Encoding : Similarly as above, for each observation se-

quence we encode the year quarter of the time-step we are forecasting as a

one-hot encoding vector.

6.4.3 Baseline

For our baseline, we use a traditional approach which uses the news engage-

ment count vector of the last time step yitn of the input sequence as the predicted

label (i.e ŷitn+1
= yitn).

6.4.4 Single Feature Network (SFN)

This network model uses a single feature (either tweet texts or news engage-

ment counts) to forecast future news engagement counts. We use a bi-directional

lstm (Bi-LSTM) [159] as our forecasting model. The inputs to these models are

either text based representation sequences {vit1 , v
i
t2
, ..., vitn} (SFN + T) or news en-

gagement count based sequences {yit1 , y
i
t2
, ..., yitn}(SFN + C). When using the text

based representations we add a linear layer before passing the input sequences into the

bidirectional LSTM model. After passing the input sequences through our Bi-LSTM

model, we extract the final hidden states for both the forward and backward layers

(
−→
htn ,
←−
htn) and concatenate them both to obtain a single hidden state representation

htn . This is then passed through a final output layer <Wout, bout> to predict the

future news engagement count vector ŷitn+1
for time step tn+1 as shown in equation

6.2.

ŷitn+1
= (Wouthtn + bout) (6.2)
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6.4.5 Multiple Feature Network (MFN)

This network model uses multiple features (tweet texts (vitj), news engagement

counts (yitj) and input quarter encodings (qitj)) to forecast future news engagement

counts. This has a similar architecture as the single feature network (SFN) with a

few modifications. Once we extract the final hidden state representation htn from our

Bi-LSTM layers (as discussed above), we concatenate the hashtag representation #i
tn

of the final input time step and the output quarter encoding qitn+1
to this hidden state

representation htn and then pass this through our final output layer <Wout, bout> to

predict the future news engagement count vector ŷitn+1
for time step tn+1 as shown in

equation 6.3.

ŷitn+1
= (Wout[htn ,#

i
tn , qtn+1 ] + bout) (6.3)

The architecture for this network is shown in Figure 6.1. Both of the network

models (SFN & MFN) are trained using a Mean Absolute Error (MAE) loss. Other

loss functions such as Mean Squared Error (MSE), Mean Absolute Percentage Error

(MAPE) and Huber Loss were also experimented with, but we found that MAE loss

worked the best for training these models.

As we predict a vector of engagement counts, the overall MAE loss is a sum

across individual MAE losses for each news engagement stance. As shown in equation

6.4.

Total MAE Loss =
|p|∑
r=1

MAE(ytn+1 [r], ŷtn+1 [r]) (6.4)
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Figure 6.1: Network Architecture for the Multiple Feature Network

6.5 Experiments and Results

6.5.1 Settings

To perform our forecasting experiments, we first construct our train and vali-

dation sets for each sub-dataset (D1,D2,D3,D4). We first select all samples that occur

within the given train/validation time period (as shown in Table 6.4) and split them

by user, selecting 80% of the users to create our train set and 20% for our validation

set. For our test dataset we make sure for each user (across both train and validation)

we have forecast windows over the 4 quarters of the year we are forecasting as shown

in Table 6.5. Once we have our train, validation and test for each sub dataset, we

next filter out sequences where the user has no news engagement activity over the

input. The resulting dataset sizes are shown in Table 6.6.

We then train our models over each dataset and tune each model’s hyperpa-
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Dataset Train Val Test
D1 15,708 3904 21,881
D2 17,536 4345 22,327
D3 17,862 4465 22,648
D4 18,106 4542 17,378

Table 6.6: Train, validation and test sizes across all datasets

rameters using grid search. The best hyperparameters are chosen based on validation

MAE. We then measure forecasting performance for each model across multiple met-

rics such as mean absolute error (MAE), mean squared error (MSE) and mean abso-

lute percentage error (MAPE). We use Adam as the optimizer to train our networks.

Model Avg
MAE

Avg
MAPE

Avg
MSE

Baseline 3.978 0.509 225.865
SFN + C 3.835 0.444 218.564
SFN + T 4.308 0.539 264.023
MFN 3.943 0.485 226.907

Table 6.7: Mean Forecast Metrics across all Data-sets (D1 to D4)

Model Comparisons P-value <0.05 P-value <0.01
Baseline vs SFN + C TRUE TRUE
Baseline vs SFN + T TRUE TRUE
Baseline vs MFN FALSE FALSE
SFN + C vs SFN + T TRUE TRUE
SFN + C vs MFN TRUE FALSE
SFN + T vs MFN TRUE TRUE

Table 6.8: Statistical Hypothesis Test results for Avg MAE of Models across
all datasets using paired T-test

6.5.2 Results

The forecasting results for each test dataset are shown in Table 6.9. Since

we have 7 different stances to measure news engagement, we mainly compare the

aggregate metrics across all stances. For the test set of D1 we observe that the SFN

+ C model performs the best across all different metrics (Avg MAE : 2.239, Avg MSE
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Test
Dataset Metric Model -3 -2 -1 0 1 2 3 Avg

Baseline 0.197 3.143 5.089 3.212 1.324 3.083 0.485 2.362
SFN + C 0.210 2.960 4.813 3.032 1.242 2.889 0.527 2.239
SFN + T 0.264 3.265 5.440 3.295 1.418 3.326 0.602 2.515MAE

MFN 0.210 3.001 4.907 3.133 1.275 3.011 0.527 2.295
Baseline 0.069 0.579 0.720 0.622 0.334 0.453 0.138 0.416
SFN + C 0.048 0.461 0.635 0.539 0.233 0.338 0.090 0.335
SFN + T 0.104 0.517 0.748 0.591 0.285 0.426 0.177 0.407MAPE

MFN 0.054 0.469 0.635 0.575 0.254 0.391 0.101 0.354
Baseline 2.791 101.655 194.288 80.426 29.651 161.562 13.353 83.389
SFN + C 4.628 92.066 173.509 73.989 29.686 147.507 23.220 77.801
SFN + T 4.938 107.794 208.864 82.296 39.126 192.568 22.760 94.050

D1

MSE

MFN 4.311 93.277 178.151 79.201 29.484 151.619 22.352 79.771
Baseline 0.363 3.701 6.240 3.802 2.016 3.095 0.449 2.810
SFN + C 0.409 3.509 6.036 3.612 1.948 2.957 0.436 2.701
SFN + T 0.409 3.908 6.697 3.954 2.137 3.440 0.494 3.006MAE

MFN 0.392 3.585 6.118 3.648 1.945 2.994 0.417 2.728
Baseline 0.096 0.596 0.717 0.636 0.390 0.458 0.135 0.432
SFN + C 0.060 0.493 0.636 0.544 0.285 0.389 0.090 0.357
SFN + T 0.095 0.591 0.734 0.627 0.353 0.536 0.143 0.440MAPE

MFN 0.064 0.490 0.682 0.582 0.304 0.415 0.097 0.376
Baseline 8.394 135.683 229.573 95.525 56.045 153.819 10.009 98.435
SFN + C 14.231 142.533 231.820 91.489 58.266 150.741 14.041 100.446
SFN + T 12.166 167.877 300.168 108.147 69.531 190.636 15.081 123.372

D2

MSE

MFN 12.463 143.127 234.574 91.072 55.358 153.633 11.799 100.289
Baseline 0.620 6.389 10.836 6.983 3.567 6.506 0.675 5.082
SFN + C 0.674 5.988 10.381 6.720 3.484 6.501 0.727 4.925
SFN + T 0.689 6.519 11.296 7.257 3.830 7.476 0.771 5.405MAE

MFN 0.674 6.075 10.490 6.731 3.485 6.592 0.722 4.967
Baseline 0.160 0.742 0.843 0.754 0.534 0.576 0.175 0.541
SFN + C 0.100 0.578 0.768 0.656 0.448 0.450 0.114 0.445
SFN + T 0.148 0.669 0.890 0.748 0.484 0.492 0.182 0.516MAPE

MFN 0.148 0.632 0.828 0.697 0.462 0.471 0.127 0.481
Baseline 17.862 391.679 714.744 310.403 139.905 604.606 25.189 314.913
SFN + C 29.541 344.048 670.690 302.278 141.910 624.751 45.324 308.363
SFN + T 26.298 413.575 840.848 356.255 178.143 775.066 44.065 376.321

D3

MSE

MFN 25.037 351.587 691.502 298.807 139.058 646.398 42.457 313.549
Baseline 1.390 6.074 9.972 7.631 4.923 8.400 1.226 5.659
SFN + C 1.484 5.658 9.712 7.292 4.605 8.213 1.348 5.473
SFN + T 1.514 6.621 11.809 8.557 5.116 9.107 1.407 6.304MAE

MFN 1.511 6.169 10.557 7.600 4.712 8.555 1.364 5.781
Baseline 0.188 0.819 0.960 0.909 0.661 0.749 0.242 0.647
SFN + C 0.179 0.786 1.027 0.951 0.612 0.757 0.171 0.640
SFN + T 0.206 0.950 1.327 1.231 0.733 0.903 0.211 0.794MAPE

MFN 0.204 0.918 1.210 1.053 0.652 0.847 0.216 0.729
Baseline 97.218 393.098 591.616 397.215 278.096 1030.315 59.511 406.724
SFN + C 107.879 357.631 542.017 361.471 247.393 1015.021 82.120 387.647
SFN + T 108.030 431.993 745.833 445.685 287.034 1133.112 84.761 462.350

D4

MSE

MFN 107.845 405.158 621.267 385.696 255.259 1043.199 79.704 414.018

Table 6.9: Forecast Metrics for all test sets across individual stances (Best
scores are highlighted per metric)
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: 77.801, Avg MAPE : 0.335) followed by the MFN model. For the test set of D2 we

find that for both MAE and MAPE the SFN+C model performs the best (Avg MAE

: 2.701, Avg MSE : 98.435, Avg MAPE : 0.357) followed by MFN except for the MSE

metric where the baseline model has the lowest error. For the test set of D3 the SFN

+ C model performs the best (Avg MAE : 4.925, Avg MSE : 308.363, Avg MAPE :

0.445) across all metrics followed by the MFN model. Similar observations are seen

for the test set of D4, but for this test set the MFN model performs worst than the

baseline across all metrics. At a stance level we observe that across most of the test

datasets the baseline tends to perform better for the -3 and +3 engagement counts

and this could be due to lower engagement volume for these stances across our data

collection (so fewer user samples who engage with this category of news sources). We

also observe that errors increase through time (errors for D1 < errors for D2 < errors

for D3 < errors for D4) due to the considerable shift in engagement volume.

We next measure the average performance of the models across all test datasets

and is shown in Table 6.7 (here we have 2 levels of aggregation, first average is taken

across the stances for each test dataset and then another average is performed over

the scores of each test dataset). We find that SFN+C performs the best followed by

the baseline model. The MFN model performs worst than the baseline due to it’s

low performance on the test set in D4. Eventhough the SFN+T model performs the

worst, it’s still surprising to find that it performs relatively well for a model that only

utilizes text based representations. In order to confirm the difference in performance

between each of our models, we conduct paired statistical hypothesis tests over the

combined results of each model and the results are shown in Table 6.8. We find the

baseline and SFN + C model MAE’s are statistically different at both 95% and 99%

confidence levels. Similar results for other model pairs are observed, except for the

comparison between the Baseline and MFN model (due to the bad performance of
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MFN for the test set in D4).

Figure 6.2: MAE Model Performance by Yearly Quarters

We also measure performance by yearly quarters and is shown in Figure 6.2,

from this Figure we can observe that errors increase as we progress through time, this

is due to the large increase in engagement volume as we progress through the years.

The highest increase in errors is measured for the quarters of 2020 which could be due

to various events causing sudden social outbreaks (such as COVID-19, impeachment

of Trump, etc..) . The SFN+C model performs the best across most of the quarters

with a larger difference in performance in comparison to the other models measured

during 2020-Q4 to 2021-Q2.

To get a better understanding of how our models perform at a user level, we

analyze model performance using truth vs prediction plots across all test sets for a

subset of users. For each stance we sort users by the their MAE values (mean across

absolute errors measured across all test instances) using the predictions from the

SFN+C model. We then select users who have the lowest and highest MAE values

for each news engagement stance. To ensure we select users who have substantial

news engagement volume for each forecasting horizon, we filter out users who do not

engage at-least 10 times with a news source for each horizon.
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Figure 6.3 represents the truth vs prediction plots for users with the lowest

MAE across all test sets for the SFN+C model, while Figure 6.4 represents users with

the highest errors. In these Figures each subplot represents a different user and stance

combination. From these Figures we observe that our models perform quite well when

capturing the overall trend of engagement counts across most stances (eg: Fig 6.3 -

User C :-1, User D: 0, User E: 1. Fig 6.4 - User B: -2, User C: -1, User E: 1, User

F:2). The main challenge for these models seem to be a sudden peak in engagement

behavior during certain time periods, the SFN + C model seems to handle this issue

better than the SFN + T model which may be due to the text based features not

being able to capture the intensities of the news engagement for these users. We also

observe that both models (SFN + C , SFN + T) don’t perform too well for the -3

category which may be due to the low volume of these types of engagements in our

data collection.

Figure 6.3: Truth vs Prediction plots for users with the lowest errors across
all test sets for the SFN + C model
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Figure 6.4: Truth vs Prediction plots for users with the highest errors across
all test sets for the SFN + C model

6.5.3 Difficulty Analysis

In order to gain a deeper understanding of scenarios where our proposed mod-

els perform better than the baseline we conduct additional analysis by comparing

forecasting performance at different degrees of difficulty.

Cosine Distance Ranking

One way we measure model performance at different difficulties is by ranking

individual instances in our test sets based on a hardness metric. To identify hard

samples where there is a considerable shift in engagement between the input time

steps (i.e t1 to tn) and the forecast window (tn+1), we rank samples by measuring

the cosine distance between the engagement count vector of the last time-step of the

input sequence (yitn) and the forecasted engagement count vector (ŷitn+1). We next

measure the avg MAE scores across test samples at different rankings. The results

across all the different test sets are shown in Figure 6.5. From these plots we observe

that our proposed models perform better than the baseline up to a ranking of 14K for

D1,D2 and D3, largest difference between the baseline and our models are observed
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Figure 6.5: Model Performance at different difficulty levels based on Cosine
Distance Ranking

for the test sets in D1 and D2. For the test set of D4, the SFN + C and MFN models

perform slightly better than the baseline up to a ranking of 10K.

Baseline Absolute Error Ranking

Another ranking measure we utilize is based on identifying samples that are

hard for the baseline model. For this we utilize the absolute errors of the baseline

model as the ranking metric. The results across all the different test sets are shown

in Figure 6.6. From this Figure we observe that our proposed models perform better

than the baseline significantly up to a ranking of 2000, after this point the performance
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Figure 6.6: Model Performance at different difficulty levels based on Ranking
using Baseline Absolute Error

differences between the models are small.

Engagement to No-Engagement Transitions

One category of difficult observations to forecast are sequences where a user

goes from engaging with news to no engagements in the consecutive time period. To

measure model performances for these types of engagement patterns, we first sample

our test datasets to select instances where users have some news engagement activity

in the last input time step of their input sequences (i.e yitn) but zero news engagement

for their forecasting window (i.e yitn+1
). We then calculate the forecasting metrics over



112

these instances for each test dataset. The results are shown in Table 6.10. From these

results we observe that our proposed models perform better than the baseline when

considering Avg MAE and Avg MSE (across stances) for the test sets in D1, D2 and

D3. For the test set in D4 all the models perform worst than the baseline for Avg

MAE but the SFN + C beats it when considering Avg MSE. To summarize, for news

engagement scenarios where users go from having some engagement activity to none,

our proposed models perform better than the baseline approach across all of the test

sets except for D4.

Test Dataset Sample Size Model Avg MAE Avg MSE
Baseline 0.653 35.115
SFN + C 0.489 21.998
SFN + T 0.650 26.794D1 1638

MFN 0.522 21.845
Baseline 0.651 9.166
SFN + C 0.508 7.047
SFN + T 0.637 9.805D2 1332

MFN 0.540 7.093
Baseline 1.327 167.761
SFN + C 0.986 37.362
SFN + T 1.284 66.252D3 816

MFN 1.146 65.717
Baseline 1.307 41.798
SFN + C 1.409 36.915
SFN + T 1.622 46.540D4 557

MFN 1.662 45.620

Table 6.10: Model Performance on samples where users go from a Engagement
to No-Engagement State

No-Engagement to Engagement Transitions

Similar to the above another category of engagement patterns that are difficult

to forecast would be when users go from not engaging with news to suddenly engaging

with news in the consecutive time period. To measure model performances for these

types of engagement patterns, we first sample our test datasets to select instances

where users have no news engagement activity in the last input time step of their input
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sequences (i.e yitn) but some news engagement for their forecasting window (i.e yitn+1
).

We then calculate the forecasting metrics over these instances for each test dataset.

The results are shown in Table 6.11. For the test set in D1 , the best performing

model is SFN + C when considering Avg MAE, when considering AVG MSE both

the SFN + C and MFN models beat the baseline and have similar performance. For

the test set in D2 , SFN + C model performs better than the baseline across both

metrics. For the test set in D3 and D4, we observe similar patterns. Overall we

observe that compared to the engagement to no-engagement scenario (as discussed

above), the difference between the performance of the models are smaller indicating

that all approaches suffer when trying to forecast this specific type of engagement

scenario.

Test Dataset Sample Size Model Avg MAE Avg MSE
Baseline 0.818 19.506
SFN + C 0.813 19.263
SFN + T 0.845 19.773D1 1541

MFN 0.822 19.220
Baseline 0.930 51.301
SFN + C 0.921 50.966
SFN + T 0.945 50.917D2 1464

MFN 0.930 51.095
Baseline 2.144 237.208
SFN + C 2.125 236.446
SFN + T 2.121 233.230D3 1131

MFN 2.139 235.672
Baseline 2.535 368.216
SFN + C 2.462 363.940
SFN + T 2.501 362.628D4 634

MFN 2.457 362.790

Table 6.11: Model Performance on samples where users go from a
No-Engagement to Engagement State

6.5.4 Top Predictive Terms Analysis

To get a better understanding of what factors affect future news engagement

with unreliable / fake news (+3,-3), we analyze the top terms that are predictive of
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engagement with these types of news sources. We first combine all our test instances

into a single test set and then rank each of the instances by predicted engagements

for both the +3 stance and -3 stance. We select the top 200 test instances which

are representative of high engagements and the bottom 200 test instances which are

representative of low engagements for both the +3 and -3 stance. For these test

sequences we next select the corresponding tweets that were used to train our SFN +

T models (all tweets used to generate the text features for the input sequence of each

instance). We next perform a chi-square test and select the top 500 terms (according

to their chi-square value) that are predictive of user engagements with +3 (unreliable

conservative) and -3 (unreliable liberal) news sources. A subset of these top terms

predictive of +3 engagements is shown in Table 6.13 and for -3 engagements is shown

in Table 6.12, these terms are manually split into 3 categories based on whether they

are words, hashtags or mentions.

For terms that are predictive of +3 engagements (Table 6.13), we observe that

they revolve around (1) Highly polarizing political issues such as (i) gun-control

(gun, anti-gun, anti-gunners) , (ii) taxes (tax, billionairs, #taxreform, #goptaxscam)

and (iii) immigration (illegals, migrants, #openbordersinc), (iv) race (2) Polariz-

ing news events such as (i) russia’s interference in the 2020 US elections (mueller,

russia, russian, voting, #trumprussia), (ii) black lives matter (blm,#backtheblue,

#bluelivesmatter), (iii) sexual misconduct allegations against Supreme Court judge

Brett Kavanaugh (kavanaugh), (iv) Arrest of Jeffrey Epstein for sex trafficking crimes,

(v) Impeachment of Donald Trump (treason, trump, impeached, unfit, complicit,

trumpanzee, #impeachtrump, #dumptrump, #traitortrump, #liarinchief, #racistinchief),

(vi) 2020 Elections (elected, voting, #voteblue2020, #wewillrememberinnovember,

#flushtheturdnovemberthird, #bidenharris2020), (vi) Covid-19 (covid-19, vaccines)

, (3) Distrust towards news media (#fakenews, #corruptmedia, #journalismis-
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dead,lies, scam, corrupt, revealed, busted, liar, exposes) (4) Islamophobia (arab, isis,

jihad, islamic). (5) Christianity (christians, vatican, jesus, bible, god, church, psalm,

evangelical, #jesus, #biblephrophecy) (6) Covid-19 (covid-19, vaccines), (7) En-

gagement with hyper-partisan news sources (cnn, foxnews, #foxnews, #tucker,

@msnbc, @brietbartnews, @cnnbrkm, @newyorker, @foxandfirends, @foxnewsnight,

@washingtonpost).

For terms that are predictive of -3 engagements (Table 6.12), we observe a

large overlap with the +3 engagement terms that depict political events and inter-

action with hyperpartisan news media, but with additional focus on sports (eagles,

#flyeaglesfly, #packers, @espn).

Token Type Top Tokens

Words

congress, baseball, trumps, eagles, communal, anti, mueller, terrorism, cannabis,
white, lockdown, islam, taliban, terrorists, homebuyers, minority, pandemic, black,
nfl, blm, trump, leveraging, kobe, journalists, ice, carson, ringer, jesus, employment,
ai, economy, democrats, donald, ballots, republicans, fbi, aliens, lgbt, shame,
border, christ, immigrant, terror, fox, army, religion, democrat, socialist, homeless,
impeachment, racist, women, bush, giuliani, housing, assange, god, eagles,
illegal, impeached, gay, minorities, mcconnell, worship, healthcare, investigative,
russia, russians, season

Hashtags
#christian, #flyeaglesfly, #gop, #corporateaccountability, #gobells, #packers,
#covid19, #evangelical, #eagles, #trumprussia, #oann, #journalism, #noagenda,
#usa, #maga, #gopackgo

Mentions
@realdonaldtrump, @donaldjtrumpjr, @realjameswoods, @aaronwilsonnfl, @thehill,
@michaelvaughan, @msnbc, @economictimes, @breitbartnews, @seanhannity,
@marklevinshow, @espn, @packers, @foxnews, @abcnews, @potus, @bipartisan

Table 6.12: Subset of Top Terms predictive of -3 Engagements
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Token Type Top Tokens

Words

treason, trumps, liberal, scandal, jerusalem, iran, mueller, cannabis,
vatican, conservative, cambridge, fishing, voting, black, blm, isis, lies,
biden, scam, christians, police, democracy, chris, ivanka, ukrainian,
putin, arab, corrupt, fairness, kavanaugh, disingenuous, pelosi, retirement,
hateful, brussels, gop, mcconnell, revealed, lockdown, jihad, deal, senators,
marijuana, kushner, liberty, fact, debt, epstein, nfl, apartheid, busted,
senate, irony, liar, jesus, illegals, bible, freedom, crimes, exposed, racist,
alt-leftist, disgraceful, assange, god, union, coronavirus, cia, impeached,
tax, elected, unfit, complicit, healthcare, gun, qanon, exposes, anti-gun,
covid-19, vaccines, election, criminal, islam, excuse, potus, uncovers,
vaccine, islamic, trump, crooked, hillary, billionaires, shocking, investigated,
donald, ocasio-cortez, godcast, facts, fox, church, impeach, horrible, cnn’s,
weed, covid, migrants, russia, zionist, sleazy, russian, corbyn, white, dictators,
wuhan, genocide, fake, anti-gunners, coward, meddling, democrats, psalm,
republicans, fbi, trumpanzee, woke, brexit, benghazi, pastor, chrislam,
betrayal, house, evil, traitors, evangelical, republican, israel

Hashtags

#goptaxscam, #ncpol, #god, #wearebetterthanthat, #taxreform, #gop,
#trumpcare, #goptraitors, #wordsdanasaidthatkilledkane, #backtheblue,
#foxnews, #impeachtrump, #trumprussia, #jesus, #dumptrump, #f1,
#trending, #bible, #trunews, #tcot, #cubs, #trump, #liarinchief,
#racistinchief, #corruptdems, #liberalhypocrisy, #bibleprophecy,
#theresistance, #nowtheendbegins, #tucker, #smartnews,
#cannabiscommunity, #goblue, #journalismisdead,
#wewillrememberinnovember, #notgoingaway, #russiagate,
#cannabis, #fakenews, #hailstatedog, #endtimes, #worldcup,
#traitortrump, #cannabisculture, #voteblue2020, #bluelivesmatter,
#corruptmedia, #democrats, #putinsgop, #openbordersinc, #ccot,
#liberalinsanity, #bidenharris2020, #freetheherb, #ridinwithbiden,
#statepension, #resist, #flushtheturdnovemberthird

Mentions

@thomhartmann, @washingtonpost, @abc, @youtube, @gop, @msnbc,
@bethlynch2020, @breitbartnews, @sencapito, @chrislhayes, @newsmax,
@aynrandpaulryan, @govmikehuckabee, @peculiarbaptist, @aoc, @cnnbrk,
@ianbremmer, @davidfrum, @bluelivesmtr, @devinnunes, @alyssamilano,
@hillaryclinton, @joenbc, @gopleader, @joebiden, @charliekirk11, @cnn,
@cbsnews, @newyorker, @pamelageller, @christianpost, @espn,
@barackobama, @davidcorndc, @donaldjtrumpjr, @cnnpolitics,
@foxandfriends, @thehill, @franklingraham, @huffpostpol,
@100percfedup, @thebushcenter, @sensanders, @realglenmacnow,
@rushlimbaugh, @doj, @nfl, @potus, @realdonaldtrump, @nbcnews,
@cubs, @guardian, @billoreilly, @senwarren, @jaketapper, @gopchairwoman,
@jebbush, @nytimes, @govwhitmer, @davidboreanaz, @foxnews,
@speakerryan, @foxnewsnight, @ronbrownstein

Table 6.13: Subset of Top Terms predictive of +3 Engagements
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6.6 Conclusion

In this chapter, we have proposed methods for forecasting future news engage-

ment activity for users on Twitter. We have also conducted quantitative analysis

to determine where our proposed methods beat the baseline when considering diffi-

cult to forecast scenarios. Our forecasting experiments indicate that utilizing deep

forecasting models such as Bi-LSTM can effectively be used to forecast future news

engagement activity. We find that just utilizing prior news engagement counts as

features performs substantially better than incorporating other forms of information

such as text and hashtags.

We find that for scenarios where users have considerable shift in engagement,

our proposed models tend to perform well compared to the baseline. We also find that

for engagement scenarios where users go from having some engagement activity to

no-engagement activity in the consecutive time period, our proposed models perform

better than the baseline approach, while for scenarios where users go from having

some news engagement activity to no engagement activity in the consecutive time

period all approaches tend to perform in range with the baseline approach. Finally

we also find (i) news that discuss polarizing political issues and news events (ii)

Distrust towards news media (iii) Religion and (iv) Interactions with hyper-partisan

news sources contribute towards users engaging with unreliable news.
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Chapter 7

Conclusion

In this dissertation, we have proposed and developed computational methods

to understand online news engagement in social media. We have analyzed the short

term effects of news engagement through the lens of filter bubbles and news rec-

ommendation systems using simulation based studies. Additionally, we delved into

analyzing long-term news engagement behaviors through the use of observational

data, focusing on identifying a particular engagement behavior where the user ex-

hibits a lack of trust towards the news source they engage with, ultimately impacting

the diversity of their engagement. Finally, we proposed forecasting models that help

provide better insight into the factors that influence user engagement behavior.

From a filter bubble and news recommendation systems perspective we specif-

ically have presented several simulations to understand the relationship between po-

litical typology and news recommendation algorithms. We find that users who hold

more extreme views are more easily modeled by recommendation systems, leading

to higher click-through rates. However, this only occurs with less diverse recom-

mendations in terms of political views and topics. Furthermore, we find that both

content-based and collaborative filtering recommendation systems can each result in

filter bubbles, though of different types and for different reasons. Finally, we find

that users with heterogeneous preferences tend to be recommended articles that re-

flect more homogeneous viewpoints. We also identified a specific mechanism that
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can lead to political homogenization in news recommendation systems, and proposed

attention-based neural networks to reduce this behavior. The proposed approach ex-

hibits reduction in the impact of political homogenization for simulated users with

opposing political leanings across topics.

From a user behavior modeling perspective we have proposed a methodology

for identifying tweets that criticize partisan news media, and we have conducted a

descriptive analysis to understand how such tweets vary by user, news source, and

time. Some of the substantive results are intuitive – e.g., hyperpartisan users are

more likely to criticize media from the other side. Other results are more nuanced

– e.g., unreliable news sources (-3, +3) do not necessarily receive more criticism

than reliable news sources (-2, +2). Furthermore, we found substantial changes in

critical tweets over time, including the tripling of the criticism ratio toward liberal

media in mid-2017 and the doubling of the criticism ratio toward conservative media

in late-2018. Finally, our accounting for media-oriented critical tweets reveals that

user news engagement is not as politically diverse as one might otherwise expect.

We also proposed methods for forecasting future news engagement activity for users

on Twitter, and conducted a quantitative analysis to determine where the proposed

methods beat the baseline approach in difficult-to-forecast scenarios. The results

indicate that deep forecasting models such as Bi-LSTM can effectively forecast future

news engagement activity. Moreover, using prior news engagement counts as features

alone performs better than incorporating other forms of information such as text and

hashtags.
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7.1 Future Work

7.1.1 Filter Bubbles and News Recommendation Systems

The next steps to extend the work discussed in this dissertation would be to

study a more diverse range of modern day recommendation systems that utilize a more

complex modeling procedure such as hybrid (content + collaborative), reinforcement

learning and deep learning based recommendation systems. From a simulation per-

spective, since we mainly assume that a user’s news preferences are static across time

for this work, in contrast the next obvious step would be to conduct these studies

while considering dynamic user preferences. Another avenue for extending this work

could be through algorithmic auditing, which can help quantify the extent to which

each of the various bias that were identified actually occur in deployed real world

recommender systems.

7.1.2 Modeling News Engagement Behavior

The predictive modeling for future news engagement behavior has the poten-

tial for expansion in various areas. One such area is the identification of progression

stages, where models can aid in the detection of clear stages of news engagement for

users. These stages can be based on factors like engagement levels (high or low),

interaction with news sources with a particular stance (such as +2 to +3), or intent

behind engagement (such as trust, support, distrust, or criticize). This information

can provide a deeper understanding of the drivers behind user engagement with hy-

perpartisan and fake news media. Another avenue for future work in this domain

can be through estimating cause and effects of news engagement on social media,

our forecasting models can be used to approximate the counter-factual outcomes,

which in turn can help us to measure the effect of various treatments. For example,

one objective could be to better understand the role hyper-partisan media plays in
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misinformation sharing, to test this hypothesis we could assume engagement with

hyper-partisan media (+2 and -2 sources) as the treatment variable.
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