


 

Abstract 

Obtaining a full understanding of the temporal and spatial resolution of vibrational energy 

flow in molecules is one of the main goals in Physical Chemistry. The transfer of vibrational energy 

within molecular systems plays a crucial role in various fields, including biochemistry, chemistry, 

molecular electronics, as well as novel materials and technology. Vibrational energy is necessary to 

achieve the transition state in chemical reactions, while eliminating excess energy from the products 

renders the reaction irreversible. Presently, there is significant attention being given to the thermal 

transport characteristics of molecular layers, interfaces, and junctions, as part of the wider examination 

of thermal transport at the nanoscale. Having a complete understanding of every aspect of the process 

is essential to control the rate and efficiency of energy transport through molecular chains.  
Previous studies have identified two classes of regimes for vibrational energy transport in 

molecules- namely diffusive and ballistic. The first is diffusive energy transport, where vibrational 

energy hops between localized states in a Brownian-like motion. The second is ballistic energy 

transport, where a vibrational wave packet moves freely through delocalized vibrational modes. 

Previous research has shown rapid vibrational energy transport in various oligomer chains, with speeds 

of 3.9 Å/ps in perfluoroalkanes, 5.5 Å/ps in PEGs, and 14.4 Å/ps in polyethylene oligomers, 

indicating a ballistic transport regime over significant distances. However, there was a lack of 

comprehensive research on the effect of conjugated chains on vibrational energy transport, as well as 

the energy transfer mechanism in complex molecules, such as those that consist of transition metals. 

The objective of the dissertation at hand is to comprehend the fundamental causes of the 

variation in speeds of vibrational energy transport within such chains. To experimentally study energy 

transport in different molecular chains, relaxation-assisted two-dimensional infrared (RA 2DIR) 

spectroscopy is used. In this experimental technique, an IR-active group (tag) is excited to initiate 

transport, and the effect of the excess energy on the frequency of another mode in the molecule 

(reporter) is measured. The energy transport time between the tag and reporter can be measured, and 

the speed of transport through the molecule can be determined. Experiments on a series of poly(p-

phenylene) chains with carbonyl and nitro end groups showed that the excess energy from m-IR 

excitation provided a way to funnel high-frequency vibrational quanta rapidly and unidirectionally over 

large distances. A comprehensive examination of the chain states of vibrational chains and 



 

intramolecular vibrational relaxation pathways of the tag modes was carried out to comprehend the 

reasons behind varying speeds of transport. Based on the analysis, it was determined that the 

efficiencies of energy injection into the chain and transport along the chain are found to be very high 

and dependent on the extent of conjugation across the structure. 

Similar experiments were conducted on complex compounds that featured a platinum center, 

triazole-terminated alkyne ligand of two or six carbons, a perfluorophenyl ligand, and two tri(p-

tolyl)phosphine ligands. Comprehending the rules governing the relaxation and transfer of energy 

across the metal center in such compounds could optimize their switching properties for electron 

transfer. The energy transport dynamics of several diagonal and cross peaks were analyzed extensively, 

with a focus on parameters related to coherent oscillation, energy transfer, and cooling. The 

requirements for high-frequency mode energy transport across the metal centers have been formulated 

and demonstrated, which necessitate the coupling and delocalization of local modes located on both 

sides of the metal center. Additionally, the presence of many coherent oscillations (quantum beating) 

in the cross peaks in the fingerprint region indicates strongly coupled modes, often belonging to the 

same moiety. This discovery suggests the possibility of utilizing oscillations as structural reporters, 

enhancing the recognition capability of two-dimensional infrared spectroscopy.  

The second topic in this dissertation aims to comprehend the effect of gold nanoantenna 

arrays' plasmonic fields on molecular samples through nanofabrication of such arrays. Surface-

enhanced infrared absorption (SEIRA) spectroscopy incorporates plasmonic surfaces into 

measurements, enhancing traditional infrared techniques. Previous studies indicate that the placement 

of molecules with resonant vibrational transitions within the plasmonic field leads to the coupling 

between the plasmon and the vibrational mode, leading to a significant signal enhancement. The 

nanofabrication of periodic gold arrays on CaF2 wafers using various micro-engineering technologies 

is described in detail. Fourier-transform infrared (FTIR) spectroscopy was used to measure the 

plasmonic arrays, showing that the tuning of the resonant frequency is achievable by adjusting the 

length of each individual array. The dimensions of an individual nanorod could be tuned to match the 

vibrational frequency of a selected molecule, to be further studied using multidimensional infrared 

spectroscopy (eg. 2DIR).  A straightforward, high-output approach for producing large area packed 

connected gold nanoarrays for electrochemical experiments is also proposed, opening avenues for 

control of transport speed and efficiency of chains by altering the electronic doping extent, or through 

electronic excitation of electronically enriched chains.
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Figure 4.9. (a) Scaled waiting-time traces for indicated cross peaks for C6. The traces were 

fitted globally with an exponential decay function (red lines), see results in Table 4.6. The 1435/1500 

cross peak was also fitted with an asymmetric double sigmoidal function (cyan, see Table 4.5). (b) 

Exponential decay times measured are summarized for each diagonal and cross peak. The vertical and 

horizontal lines are color coded to indicate FTIR contributions originated from different ligands, F5Ph 

(red), Tri (blue), and Tol (green). 

Fig. 4.10. Waiting-time dependence of the indicated cross peaks for C6. The inset shows 

2DIR spectrum measured at 4.3 ps with color-matching boxes indicating the cross-peak integration 

regions. Thin red lines show fits of the traces with a function y = y0+A1×exp(-T/T1)+A2×exp(- 

T/T2) ×cos(2πT/T0 + j). The fit resulted in the oscillation period, T0, of 0.78±0.02 ps for both cross 

peaks involving 1460 and 1500 cm-1 peak and of 1.6±0.1 ps for the peak at 1435/1460. The oscillation 

damping time, T2, was 0.8±0.1 ps for 1460/1500 and 1500/1460 peaks and 1.2±0.3 ps for the peak at 

1435/1460. The overall decay time, T1, is about 10 ps for all three cross peaks. Complete list of fit 

parameters is given in Table 4.5. 

Figure 4.11. Rates of dominant relaxation channels of νC≡C computed for (a) C2F and (b) 

C6F. The displacements of the strongly contributing normal modes (labeled with stars) are shown as 

insets. Delocalization factors, χ, are shown for each normal mode to the right of its rate bar. Note that 

χ (νC≡C) < 10-4. 

Figure 4.12. Delocalization factor, χ, for all normal modes below 1650 cm-1 in (a) C2F and 

(b) C6F. Three pairs of significantly delocalized high-frequency modes are shown with red circles. 

Most high-frequency modes (>400 cm-1) are localized at either F5Ph (χ~1) or C2-Tri (χ~0) ligands. 

Low frequency modes (<400 cm-1) are mostly delocalized across the Pt center. 

Figure 4.13. Mode frequency of delocalized pairs (a) 1354 and 1362 cm-1, (b) 729 and 790 

cm-1, and (c) frequencies around 360 cm-1 as a function of the mass scaling factor for the C and F 

atoms of the F5Ph moiety. Vertical red lines show the frequency jump (2β) of the observed modes. 

Figure 4.14. Displacements for normal modes at (a) 1355 cm-1, (b) 1362 cm-1, (c) 394 cm-1, 

(d) 359 cm-1, (e) 790 cm-1, and (f) 575.5 cm-1. 
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Figure 4.15. Rates of dominant relaxation channels in C2F for two delocalized modes (a) 

1361 cm-1 and (b) 1354 cm-1 and one mode localized at C2-Tri ligand, (c) 1256 cm-1. The values on 

the right of each bar represent the mode delocalization factor, χ. 

Figure 4.16. (a) Contributions of different groups of modes to the νC≡C/1500(F5Ph) cross 

peak computed for C2F. The groups are formed based on the frequency (>15, >400, 220-400, or 15-

220 cm-1) and delocalization factor, χ (all, >0.96, or <0.1). (b) Waiting-time population traces for 

high-frequency modes of F5Ph (χ>0.96) and the mode at 575.5 cm-1 (χ=0.51). 10-fold normalized 

population trace for 1362 mode is also shown by black dashed line. (c) Cross-peak contributions of 

the modes shown in panel B. The overall contributions of all F5Ph modes (χ>0.96) of frequencies 

>700 cm-1 (green) and >400 cm-1 (black) are shown with dashed lines. 

Figure 4.17. (a) Contributions of different groups of modes to the νC≡C/1500(F5Ph) cross 

peak computed for C6F. The groups are formed based on the frequency (>15, >400, 220-400, or 15-

220 cm-1) and delocalization factor, χ (all or >0.94). (b) Waiting-time population traces for high-

frequency modes of F5Ph (χ>0.94) contributing the most to the cross peak. 

 

CHAPTER 5. Coherent Oscillations as Structural Reporters 

Figure 5.1. Structure of C6. Notation for the main functional groups is shown in colors that 
are used throughout the chapter. 

Figure 5.2. Solvent-subtracted infrared absorption spectra of C6 in CDCl3. 

Figure 5.3. 2DIR spectrum of C6 measured at T= 0.6 ps. The boxes indicate the integration 
area of various diagonals and cross peaks, where the color of the box indicates the main contributors 
foreach peak in reference to colors in Figure 5.1. Cross-peaks that indicate the presence of oscillations 
are denoted by the letter “O”. The spectrum was combined from two parts with ωt smaller and larger 
than 1500 cm-1. The FTIR spectrum of C6 is attached as top panel. 

Figure 5.4. Waiting-time dependences of the indicated cross peaks for C6. The inset shows 
the 2DIR spectrum measured at 4.3 ps with red boxes indicating the cross-peak integration regions. 
Red lines show fits of the oscillations with Equation 5.1. 

Figure 5.5. Scaled waiting-time traces for the (a) 1455 cm-1 and (b) 1500 cm-1 diagonal peaks 
for C6. The insets in both show 2DIR spectra measured at 1.6 ps, with the integration region indicated 
by the red box. The peaks were fitted globally with a double-exponential decay function (red lines) 
and the results of the fit are shown in Table 4.4. 

Figure 5.6. Scaled waiting-time traces for indicated non-rephasing (a) diagonal and (b) cross 
peaks for C6. The insets show 2DIR spectra measured at 1.6 ps, with the integration regions shown 
with thered box. The waiting time trace for the 1500 cm-1 diagonal was fit with Eq. 5.1 (red line). 

Figure 5.7. (a) Waiting-time dependence of the 1500/1360 cm-1 rephasing cross-peak. The 
fit with Eq. 5.1 is shown with the red line, and the non-oscillations component of the fit is shown in 
green. (b) Waiting-time dependence of the same cross-peak, after the subtraction of the non-osc. fit 
from the data (c) Fourier transform of the oscillatory component shown in panel (b), fitted with a 
Lorentzian function (red line). 
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Figure. 5.8. Phase of the signal as a function of time. Blue dotted line represents non-
rephasing signal while the red line represents the rephasing signal. 

Figure 5.9. Double-sided Feynman diagrams associated with the (a) rephasing 

(𝑘𝑅=−𝑘1+𝑘2+𝑘3) and (b) the non-rephasing (𝑘𝑁𝑅=𝑘1−𝑘2+𝑘3) 2DIR peaks. The pathways are 
categorized as ground state bleach (GSB), stimulated emission (SE), or excited state absorption (ESA). 
In the rephasing sequence, the cross-peaks showcase coherent oscillations, while in the non-rephasing 
sequence, the diagonal peaks demonstrate coherent oscillations. Furthermore, there is an excited state 
absorption pathway that demonstrates coherent oscillations in both cases. The signal in such cases is 
emitted at the frequency difference between a combination band and an excited fundamental. The 
yellow boxes represent a population state, while the red boxes represent the presence of coherent 
states which oscillate during T. 

Figure 5.10. Double-sided rephasing Feynman diagrams associated with the labeled pathways: 
(a) population transfer and (b) relaxation-assisted. The yellow boxes represent a population state. 
Note that none of these diagrams exhibit oscillations during the waiting time.  

Figure 5.11. Beam profile of the (a,b) pump laser pulses used in 3-beam 2DIR instrument, 
centered at 1358 and 1610 cm-1 in separate experiments, while the (c) probe laser pulse centered at 
1431 cm-1 is the same for both experiments. 

Figure 5.12. 2DIR magnitude spectrum of C6 at T = 1.38 ps for (a) 1350/1450 cm-1 
pump/probe and (b) 1600/1450 cm-1 pump/probe. 

Figure. 5.13. Feynman diagram for double-CT pathway. 

 

CHAPTER 6: Nanofabrication of Gold array 

 

Figure 6.1. Schematic representation of the nanofabrication process sequence 

 

Figure 6.2. (a) AFM amplitude image of the cross section of PMMA resist and CaF2 substrate. 

(b) The resulting cross section of the PMMA. 

 

Figure. 6.3. Size of the array unit cell (1) 

 

Figure 6.4. Optical Microscopy images of the stitching error (red boxes) between two 

writefields, when unit cell spacing is not taken into consideration. 

 

Figure 6.5. Optical setup for FTIR measurement with nanoarrays. A wire grid polarizer selects 

the polarization of mid-IR radiating parallel (or perpendicular) to the direction of the individual bars 

of the array. Because of the small size of the nanoarray, an aperture is used to eliminate the radiation 

passing around the array. The aperture should be placed close to the array, typically within 1 cm 

distance. 
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Figure 6.6. Linear spectrum of the plasmonic antenna array, where an individual array was 

1.95 × 0.26 μm2 (see Fig. 6.3) 

 

Figure 6.7. A representation of the interactions of an electron beam with a resist layer on a 

substrate. The scattering of electrons causes unintentional exposure of resist (proximity effect) 

 

Figure 6.8. SEM images of nanoarrays exposed at (A) 300 μC/cm2 (B) 500 μC/cm2 (C) 650 

μC/cm2 and (D) 1550 μC/cm2. 

 

Figure 6.9. SEM image of deformed arrays due to high dose (1330 μC/cm2) 

 

Figure. 6.10. (a) Size of the nanoarray unit cell, designed to have its m-IR peak in the carbonyl 

region. The edited lengths are marked in bold. (b) Linear FTIR extinction of the plasmonic antenna 

array manufactured to the dimensions in panel (a). 

 

Figure 6.11. SEM images of antennas fabricated on a CaF2 substrate. The size of an individual 

array is 2.10 × 0.26 μm2. 

 

Figure 6.12 (a) Simplified setup of the connected arrays, where orange represents the bars 

connected to the positively charged terminal and brown represents the bars connected to the 

negatively charged terminal. (b) The LSPR field expected from the setup, purple cloud represents a 

positive charge while blue represents a negative charge. 

 

Figure 6.13. Photomask printed on a transparency, used for photolithography with a positive 

resist. The terminals are the T-bars on the side and four alignment markers are equally spaced around 

the circumference of design. 

 

Figure 6.14. Schematic representation of the UV lithography process sequence used to 

fabricate the side terminals. 

 

Fig. 6.15 (a) Size of the array unit cell of the electrochemical fabrication. (b) Linear spectrum 

of the plasmonic antenna array of electrochemical cell. 

 

Figure 6.16. SEM images of connected antennas fabricated on a CaF2 substrate. The size of 

an individual array is 2.15 × 0.26 μm2 and the width of the connecting wires are ~50 nm thick 

 

Figure 6.17. (a) Cartoon diagram shows a schematic representation of a single array and a 

connected array on a CaF2 wafer, providing a clear idea of the geometry and size of the structures. 

The diagram is made to scale, providing a realistic sense of the dimensions of the arrays. (b) An actual 

image of the fabricated arrays is shown, providing a visual verification of the successful fabrication of 

the structures. 



 

CHAPTER 1 

Theory of Vibrational Energy Transport 

The work detailed in this dissertation encompasses two topics. The first topic focuses on the study of 

vibrational energy transport through electronically conjugated systems (Chapter 3) as well as large 

platinum complexes (Chapter 4). The second study discusses the nanofabrication of gold nanoarrays 

and their renditions for spectroelectrochemical studies (Chapter 6).  

 

1.1. Measuring Vibrational Energy Transport: An Overview 

Energy transport in molecules is important for a wide range of fields, spanning from 

biochemistry1-9, chemistry10-16, molecular electronics17-21 to novel materials22-26 and technology27-31. For 

a long time, it has been recognized that the transfer of vibrational energy within molecules is a 

ubiquitous driving force behind most chemical processes. However, a comprehensive understanding 

of the complex mechanisms underlying vibrational energy transfer remains to be unknown. Improved 

knowledge of how vibrational energy propagates can enable us to customize or enhance these systems 

for specific requirements, leading to the ability to manipulate chemical reactions and to discover novel 

reaction pathways that can lead to more efficient chemical systems. For instance, when a peptide 

undergoes a conformational alteration, additional vibrational energy is required to overcome the 

barrier. Once the new conformation is obtained, the surplus vibrational energy should be eliminated 

to make the process irreversible.32, 33 In contrast to the addition of a catalyst, vibrational energy does 

not lower the activation energy needed for a reaction, but rather supplies enough energy to overcome 

the conformational barrier of the system. 

Efficient vibrational energy transport is also essential for the advancement of emerging 

technologies like molecular junctions34 and molecular electronic devices,35, 36 which depend on the 

rapid and effective transfer of energy for optimal performance.17, 37-39 In order to optimize molecular 

electronic devices, it is important to study the impact of excess heat on their performance, since these 

devices are analogous to modern electrical circuits. It is well known that high levels of heat in electrical 

conduits, due to large resistance or impedance in a wire, can impede the flow of electrons or result in 

short circuits. Therefore, to develop the most effective materials for molecular electronics, it is 
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important to gain a complete understanding of not only how energy is transported within the material, 

but also how it is dissipated or conducted away from the material.40-42 

There are several experimental methods to study vibrational energy transport in molecules. 

One such method is surface-enhanced Raman scattering (SERS), a highly sensitive technique that 

enhances the Raman scattering of molecules supported by some nanostructured materials.43 For 

example, Dlott and co-workers utilized SERS to study Raman scattering of benzenethiolate molecules 

on silver-coated nanosphere lattices.44 The flash heating of a gold wafer with attached densely packed 

self-assembled monolayers (SAMs) of long-chain hydrocarbon molecules, combined with sum 

frequency generation (SFG) was another method used to study energy transport in molecules.45 

Another method is the vibrational excitation of end groups with relaxation-assisted two dimensional 

infrared spectroscopy, which is discussed in detail in Chapter 2.8.  

The 3ω modulation and time-domain thermoreflectance methods are the most commonly 

employed techniques for studying energy transport and thermal conductivity in materials. By inducing 

a temperature gradient in the sample through resistive heating or a laser pulse, these methods enable 

the measurement of physical changes in the material,46-48 from which the thermal conductance can be 

determined. Different energy transport regimes have been detected in such materials, including 

ballistic and diffusive regimes. Furthermore, as the sample thickness decreases, there is a transition 

between transport mechanisms, such as from diffusive to ballistic, which can be observed 

experimentally by a variation in the thermal conductivity coefficient. 

The strong covalent bonds in the backbones of molecules present promising prospects for 

efficient energy transfer. At the molecular level, various techniques using ultrafast laser spectroscopy 

have been employed to measure the transport of vibrational energy. In such instances, molecular 

systems are constructed to feature a tag that is excited. Following relaxation, the tag injects excess 

energy into the molecule, initiating energy transport. The transport can be investigated using a range 

of reporters, which are sensitive to the arrival of excess energy. Numerous tag moieties are used for 

this purpose, such as those that necessitate vibrational15, 49 or electronic excitation,50-53 as well as the 

flash-heating of a metal surface to which the molecules are attached.54 The last two methods generate 

a significant amount of energy that is either released into the molecule or nearby it, resulting in the 

initiation of multiple transport pathways. However, isolating the individual contributions of these 

pathways to the overall transport is challenging. To provide further clarification on this topic, Fourier's 

law is examined in detail. 
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Joseph Fourier formulated Fourier's law in the 19th century, which provided the initial general 

understanding of heat transport in materials. According to this law, the heat current density 𝑗 is directly 

proportional to the negative gradient of temperature, T. 

𝑗(𝑟, 𝑡) = −𝜅∇𝑇(𝑟, 𝑡)                                                   (1.1) 

Where 𝜅 is the thermal conductivity of the material (Wm-1K-1), and ∇T is the temperature gradient 

(Km-1). The minus sign for 𝜅 signifies that the direction of heat flow opposes the temperature 

difference. The volumetric heat capacity, which is the outcome of multiplying the mass density 𝜌 by 

the specific heat capacity c, is defined as: 

𝜕𝑞

𝜕𝑇
= 𝜌𝑐                (1.2) 

And the continuity equation for the heat density, q can be formulated as 

∇𝑗 = −
𝜕𝑞

𝜕𝑡
= −𝜌𝑐

𝜕𝑇

𝜕𝑡
               (1.3) 

The general heat diffusion equation can be obtained as follows: 

𝜕𝑇(𝑟,𝑡)

𝜕𝑡
= −

1

𝜌𝑐
∇𝑗(𝑟, 𝑡)  

                       = −
1

𝜌𝑐
∇(−𝜅∇𝑇(𝑟, 𝑡))             (1.4) 

           =
𝜅

𝜌𝑐
∇2𝑇(𝑟, 𝑡)  

           = 𝐷∆𝑇(𝑟, 𝑡)  

Hence, Fourier’s Law directly implies that heat transport occurs from regions of high temperature to 

regions of lower temperature, with a thermal diffusion constant, D: 

𝐷 =
𝜅

𝜌𝑐
                (1.5) 

Fourier’s Law is the basis for explaining heat transfer in various scientific fields. This law states 

that the rate of heat transfer in a material is directly proportional to the negative gradient in the 

temperature, and the system can be described by its local temperature 𝑇(𝑟, 𝑡). It has been widely used 

to describe heat transport in microscopic to nanoscopic systems at quasi-equilibrium55, 56, wherein 

localized parts of the system along the heat transfer path can be characterized by temperature. 

However, the quasi-equilibrium conditions required for the application of Fourier's law are not always 
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met. In situations such as chemical reactions, excess energy is often rapidly released, resulting in a 

system that lacks a high degree of thermal equilibration, making it difficult to use Equation 1.1 as local 

temperature is not well-defined. 

Aside from heat transport through materials according to Fourier's law, another mechanism 

for energy transport is through acoustic phonons, which can propagate ballistically. This is further 

elaborated on in the following section, but in summary, acoustic phonons are low-frequency 

vibrational modes that are often greatly spatially delocalized forming acoustic bands of states featuring 

different frequencies. This allows for the creation  of vibrational wavepackets that can transport energy 

at a faster rate and over greater distances than heat redistribution through thermal equilibration.57  

A method for assessing vibrational energy transfer at the molecular level in non-equilibrium 

situations is  two-dimensional infrared (2DIR) spectroscopy.58 This approach, which will be elaborated 

in Chapter 2, employs several laser pulses to stimulate and investigate specific vibrational modes. An 

advantage of 2DIR is that these modes are frequently confined to a molecule, which enhances 

comprehension of how vibrational energy can propagate from the excited portion of the molecule 

(vibrational tag) to the investigated portion (vibrational reporter). These measurements can reveal a 

range of molecular properties, such as the relaxation rates of individual vibrational modes, the strength 

of coupling between vibrational modes, the speed of vibrational energy transport within a molecule, 

the molecule's ability to equilibrate thermally within an environment, and the effects of the 

environment on molecular characteristics. By adjusting the molecular structure, such as adding or 

removing functional groups, changing the length of oligomers, or bridging groups, altering the physical 

properties of the oligomer, and exploring various tag/reporter combinations, it is possible to identify 

the key parameters that have the most significant impact on the energy redistribution and transport. 
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1.2. Diffusive Energy Transport in Molecules 

The progress made in investigating thermal 

conductivity in materials has led to the identification of two 

main energy transport regimes: diffusive and ballistic. In the 

diffusive regime, energy is transmitted by randomly 

hopping between spatially separated and localized 

vibrational modes.59, 60 This transport regime has been 

observed not only in bulk materials but also at the 

molecular level in various systems, including ionic liquids,61, 

62 peptides,6, 63, 64 DNA65, 66 and amino acids.67  

The diffusive characteristic of heat transport can be 

comprehended at a microscopic level through the 

movement of heat carriers, such as electrons or lattice vibrations. These carriers experience random 

collisions, causing them to move diffusively. Due to the stochastic nature of heat transport, the 

energy's mean square displacement, ⟨𝑟2⟩, grows linearly with time. 

⟨𝑟2⟩(𝑡) ∝ 𝐷𝑡               (1.6) 

Within molecules, diffusive energy transport is achieved through a process known as 

intramolecular vibrational energy redistribution (IVR). IVR is a crucial mechanism for thermalizing a 

molecule by redistributing the vibrational energy among different quantum states of the molecule. 

Scheme 1 illustrates the reaction coordinate diagram depicting the conversion of reactants into 

products, highlighting the close relationship between IVR and chemistry. Initially, the vibrational 

energy is confined to a specific normal mode in one or more oscillators. However, as we progress 

towards higher energy levels, the harmonic behavior of the system collapses, resulting in an 

anharmonic breakdown of the normal mode concept. The study of IVR is challenging in highly excited 

molecules due to this breakdown.68 Theoretical and experimental studies have shown that by 

considering the finite rate of energy flow, scientists can better understand how energy is transferred 

between reactants and products, and this can lead to more precise predictions of reaction outcomes. 

IVR involves the redistribution of the population of a polyatomic molecule's initially excited 

vibrational state among various quantum states of the molecule. Additionally, the states that receive 

secondary population may further relax into other vibrational modes, and so on. IVR has a significant 

 

Scheme 1. Potential Energy of near-

harmonic vibrational motion for 

standard chemical transformation 
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impact on the reaction dynamics.69 This necessitates a thorough comprehension of the effects and 

interactions of different anharmonic (Fermi) resonances that cause the vibrational modes to couple. 

The anharmonicity between the modes drives the IVR process, whereby well-coupled vibrational 

states experience faster IVR rates. The diffusive mechanism is common in most molecular systems, 

especially ones which are large in size, such as peptides and DNA or molecules which lack delocalized 

vibrational states.49, 70, 71 Note that delocalized vibrational states are commonly found in oligomeric 

chains or molecules with repeating units.  

In a 3rd order IVR process that involves an exchange between an initially excited vibrational 

mode i, and lower-frequency modes j and k. This leads to energy being dissipated from i into the 

combination bands of j and k, resulting in transitions that alter the mode population numbers: 

𝑛𝑖 , 𝑛𝑗 , 𝑛𝑘 ↔  𝑛𝑖 − 1, 𝑛𝑗 + 1, 𝑛𝑘 + 1. During the IVR process, the total energy must be conserved, 

meaning that the energy of the initial vibrational mode (𝜔𝑖) must be equal to the sum of the energies 

of the lower-frequency modes (𝜔𝑗 and 𝜔𝑘). However, if there is a discrepancy in energy, the 

surrounding environment can compensate for it within the thermal energy scale 𝑘𝐵𝑇. If the relaxation 

daughter modes j and k are spatially distant from mode i or delocalized, the single IVR step results in 

significant increase of the excess energy distribution. A sequence of IVR steps results in diffusive 

mechanism of excess energy transport.  

In an effort to characterize diffusive 

energy transport and illustrate the extent of 

diffusive transport in molecules, Naraharisetty 

et al. conducted an energy transport 

measurement in a bulk solution of 4-(4-oxo-

piperidine-1-carbonyl)-benzonitrile (PBN)72 

(Fig. 1.1) The concept of IVR can be shown 

well using the PBN molecule, which features 

multiple IR-active vibrational modes that are 

spatially and energetically separated, allowing for selective excitation and probing. This study 

demonstrated that the energy arrival time when exciting one vibrational mode and probing another 

can be used to determine bond connectivity. The largest through-bond distance in this compound is 

ca. 11 Å, which is the distance between the cyano and remote carbonyl groups. The characteristic 

energy transport time between these groups, Tmax, was found to be ca. 10.6 ps resulting in an average 

 

Figure 1.1. Structure of PBN and the energy 

transport time between various modes. The 

transport time from νC≡N to νC=O and from νC≡N 

to Am-I are shown in red and blue respectively.  
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energy transport rate of 1-1.5 Å/ps (Fig. 1.1). Note that this speed is significantly slower than the 

speed of sound through water. It was observed that the energy transport time correlates with the 

effective distance between the respective groups.   

 

Figure 1.2.  Energy transport times from νC≡N to νC=O for three acetylbenzonitrile (AcPhCN) isomers: 
(a) ortho, (b) meta, and (c) para.  

In a similar experiment, Kasyanenko et al. measured and compared the energy transport times 

in the ortho, meta, and para isomers of acetylbenzonitrile (AcPhCN) (Fig. 1.2)16, 73. The findings 

demonstrated that the energy transport time could serve as a means of determining the through-bond 

distance between functional groups, including those at very small distances. Furthermore, upon 

pumping the C≡N and probing the C=O modes, the meta and para isomers exhibited an identical 

transport rate of 2.6 Å/ps. The accompanying modeling16, 74 depicted how this slow transport rate 

could be explained as a result of the IVR process. 

In both systems, a diffusive mechanism for energy transport was observed. It was determined 

that the duration of energy transport was directly proportional to the intermodal distance, resulting in 

an estimated velocity of 1.2 Å/ps.73, 75, 76 It is worth noting that diffusive transport typically does not 

lead to a constant speed regime, and instead, it follows a quadratic correlation with inter-site distance.77, 

78 However, under certain conditions, a diffusive energy transfer can display a steady speed regime, 

which occurs when a significant amount of energy is lost from the molecule into the solvent. In such 

a scenario, only the IVR steps in the forward direction contribute energy to the reporter, requiring the 

fewest number of IVR steps possible and resulting in a constant speed.79 This phenomenon is referred 

to as directed diffusion. 
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1.3. Ballistic Energy Transport in Molecules 

Ballistic transport, in contrast to the diffusive transport regime, is characterized by high speeds 

and wave packet propagation through extensively delocalized states, rather than slow transport 

through IVR jumps (or steps) between states.  A principle for discriminating between diffusive and 

ballistic transportation is based on the relative sizes of the mean free path (MFP) of a wavepacket and 

the transport distance. Specifically, when the MFP is considerably smaller than the transport length, 

diffusive transport takes place, whereas when the MFP exceeds the transport length, ballistic transport 

occurs. Internal and phonon boundary scattering can affect energy transport in a material by 

introducing additional resistance to the flow of phonons, reducing the MFP of phonons and increasing 

the scattering rate.  Hence, in the ballistic regime, Fourier's law is inapplicable, as the energy transport 

is influenced by both internal and phonon-boundary scattering, and the heat flux is no longer 

proportional to the temperature gradient 56, 80.  

The ballistic energy transport must occur through delocalized states, therefore molecular 

structures that support such transport must possess a highly periodic nature. Hence, highly ordered 

systems like crystals are advantageous for facilitating ballistic transport. Although ballistic transport 

can also occur in molecules, it requires oligomeric chains with delocalized vibrational modes.76 The 

existence of bands in these structures, represented by dispersion curves, arises from their translational 

symmetry. These bands are composed of delocalized vibrational modes that are defined by their 

wavevector and energy. For ballistic transport to take place, a wave packet (WP) must be formed as a 

superimposition of the delocalized vibrational states in one or more bands, and the free time evolution 

of the WP results in the ballistic energy transport through the substance. The speed of the WP is 

determined by the width of the vibrational band, which in turn relies on the coupling of the adjacent 

sites - greater coupling leads to broader bands and faster transport speeds. In the context of the 

ballistic regime, it is essential that the vibrational modes that constitute the band be dispersed across 

the entirety of the length of the molecule as the WP can only travel within the range of delocalization 

of its modes. 

Multiple ultrafast spectroscopic studies have demonstrated instances of ballistic energy 

transport in molecules. In 2004, Schwarzer et al. reported the initial observation of ballistic transport 

in molecules, which entailed linking azulene and anthracene moieties with alkyl bridges of different 

lengths.81 By utilizing a short laser pulse in the visible region, the azulene moiety, which has a notably 
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short relaxation time, was electronically excited. Through analyzing the rate of cooling of the azulene 

group in relation to the length of the chain, the researchers determined that the transport through the 

chain occurs in a ballistic manner. 

In another study, Dlott and co-workers utilized sum frequency generation (SFG) spectroscopy 

to study self-assembled thiolated alkane monolayers chemisorbed onto a gold surface, demonstrating 

intramolecular transport.54 This energy transport within the alkyl chain was initiated by the flash 

heating of gold to ca. 800K. The experiment indicated that the first energy arrival to the CH3 end 

group (signaling) occurs ballistically with the transport speed of 9.5 Å/ps, although the overall 

transport is diffusive. 

 

Figure 1.3. Cartoon of an oligomeric chain with two IR active end groups. The RA2DIR experiment 
is depicted, where the tag (purple) is excited, and the reporter (green) is probed. Energy propagates 
through the chain (blue) through the ballistic energy transport regime.  

Further studies of ballistic transport in oligomers were conducted by employing the dual-

frequency two-dimensional infrared (2DIR) technique (Fig. 1.3). In this investigation, oligomer chains 

were capped with end groups that possessed high-energy vibrational states, which could be selectively 

excited by mid-infrared (m-IR) laser pulses in order to initiate or detect energy transport. Through 

these studies, the energy transport speed was determined for different chain types of different energy 

transport initiators. The relaxation-assisted two-dimensional infrared spectroscopy (RA 2DIR) 

technique, which is capable of measuring vibrational energy transport between spatially separated 

groups, was utilized to obtain this information.70 Further detailed information on this technique will 

be presented in Chapter 2 of the dissertation. 
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Lin et al. reported fast vibrational energy transport in 

PEG oligomers, determined through the utilization of RA 

2DIR spectroscopy,82 the same method used in the study of 

energy transport in PBN above. In the study, PEG chains of 

different lengths (0, 4, 8, and 12 PEG units, Fig. 1.4) were 

capped with an azido and succinimide ester (NHS ester) 

groups. Upon initiating energy transport via excitation of ν(N≡N) 

of the azide, a constant speed of 5.5 Å/ps was observed. The 

initially assumed transport regime was ballistic, due to the high 

transport speed. The constant speed in PEGs was observed extending up to 12 PEG units, which 

corresponds to a through-bond distance of more than 60 Å and lasting over 9 ps. In order to determine 

the mode of the transport, calculations were conducted on the dispersion relations of the PEG chain.83 

These calculations revealed that although numerous chain bands have the potential to aid in the 

transport, the majority of them have short lifetimes (1-2 ps). As a result, they are unable to sustain a 

ballistic regime over distances greater than that of PEG8. However, under the conditions of directed 

diffusion, it is possible for a transition to occur between the regimes of ballistic and diffusive transport, 

without any sudden alterations to the speed of the transport.57  

During the past decade, RA 2DIR spectroscopy was used to study vibrational energy transport 

in a range of oligomeric chain types featuring various end groups. For example, energy transport 

experiments were performed on perfluoroalkane chains that had been capped with carboxylic acid 

and CHF2 groups.84 The energy transport initiated by the excitation of the carbonyl stretching in the 

carboxylic acid was determined to be 3.9 Å/ps. Energy transport experiments were also conducted on 

alkyl chains of varying lengths (CH)n-s, n = 3, 5, 10, 15 methylene units, capped with an azide and 

NHS ester moieties.85 The energy transport initiated by the excitation of ν(N≡N) was determined to be 

14.4 Å/ps. However, energy transport studies in electronically conjugated chains had yet to be studied. 

The question to be answered is: In what way do electronic conjugated chains impact the mechanism 

of the energy transport? This question is addressed in Chapter 3 of the present dissertation.   

It is interesting to design compounds that possess the capability to support high energy 

vibrational energy transport.  The goal is to develop materials that can efficiently transport vibrational 

energy over long distances, which is important for applications such as molecular electronics. One 

approach is to engineer materials with specific vibrational modes that have high energy and long 

 

Figure 1.4. Structures of the 

azPEG0, 4, 8, and 12 compounds 
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coherence times, by designing molecules with specific chemical structures. Hence, the detection of 

high-speed vibrational energy transfer in molecular chains, along with their impressive transport 

efficiency is of high interest. Notably, the variation in both speed and efficiency across different types 

of chains presented a compelling opportunity for further investigation. Building upon these 

observations could enable the creation of molecular systems with specific thermal conductivity 

properties. However, these findings also led to numerous questions: 

1. Does the conjugation of oligomeric chains dictate the maximum speed each chain band can 

support? 

2. How does the end group type affect the efficiency of energy injection into the chain? 

3. Under the conditions of direct diffusion, does a transition occur between the regimes of 

ballistic and diffusive transport in large complex molecules with metal centers? 

4. How do we effectively characterize the requirements for efficient energy transfer across 

transition metal ligands?  

  The present dissertation aims to tackle these fundamental questions by conducting dual-

frequency 2DIR experiments on diverse molecular chains with varying energy-transport initiators. To 

complement the experimental approach, computational methods, including density functional theory 

(DFT) computations and various theoretical models, were employed to address these queries. By 

integrating the experimental findings with the modeling outcomes, a comprehensive mechanistic 

description of energy transport in conjugated oligomers and large inorganic molecules was obtained. 

 

1.4. Infrared Spectral Signal Enhancement by Plasmonic Nanoarrays  

 Surface plasmon resonance (SPR) techniques utilize the optical phenomenon of a resonance 

at a fixed wavelength that involves the free electrons on the surface of a metal- when electromagnetic 

radiation excites the conduction band electrons present on a metal surface, they collectively oscillate 

and produce a localized electric field. This optical phenomenon is particularly evident in the coloring 

of metallic nanoparticles (NPs). The spectral resonance between the strong electric field and molecular 

modes that are located in close proximity to the surface of the metal has been shown to amplify the 

spectroscopic signal of the molecules. In the field of vibrational spectroscopy, researchers have utilized 

surface-enhanced infrared absorption (SEIRA) spectroscopy and discovered that metallic 

nanoantennas can significantly enhance IR signal by utilizing the plasmonically-generated near field 
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enhancement to improve the limit of detection for a given measurement regime. This enhancement 

can increase the IR signal by several orders of magnitude.86-92 

Nanodevices that employ plasmon resonances as crucial functional components have surfaced 

in numerous fields, including but not limited to sensors,93-98 molecular machines,99-101 plasmon-assisted 

chemistry,102-104 and medicine.105-109 More recently, these nanodevices have also been commercialized 

into surface plasmon resonance  instruments, which are capable of tracking binding of biological and 

chemical analytes such as polymers, proteins, and DNA during molecular binding events.110-112  

During the 1980s and 90s, Osawa et al. were the first to propose the notion of plasmonic 

effects of metal island films.113 They subsequently confirmed their findings by utilizing FTIR 

spectroscopy to measure small amounts of p-nitrobenzoic acid deposited on silver metal islands. They 

detected an amplified spectroscopic signal, which was attributed to the existence of a plasmonic field 

generated around the metal and the interaction with it.114 The research following Osawa’s work in the 

field identified two distinct categories of plasmons- surface plasmon polaritons (SPP) and localized 

surface plasmons (LSP).  

 

Figure 1.5. Different types of surface plasmons: (a) surface plasmon polaritons at a metal-dielectric 
interface and (b) localized surface plasmons on a metal nanoparticle excited by free-space light 
 

SPP involves the coating of a whole metal surface with a few nanometers of metal, where the 

electrons oscillate on the surface, creating an electric field that is perpendicular to the surface (Fig. 

1.5a). In LSPs, the electrons that are excited oscillate inside the nanostructure, causing localized 

plasmonic fields to emerge at various locations within the structure (Fig. 1.5b). Studies have shown 

that this localized electric field is considerably stronger in areas proximal to the nanostructures, in 

comparison to the electric field intensity generated by SPPs. This characteristic is crucial for increasing 

the sensitivity of surface-enhanced spectroscopy. The Pucci group contributed to the existing 

knowledge by demonstrating the magnitude of the enhanced near-field of the nanostructures, which 
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was accomplished by mapping it through a combination of experimental and modeling approaches.87, 

89 This study revealed that the most intense regions of the plasmonic field are in close proximity to 

the surface of the metal nanostructure, and the enhanced near-field rapidly diminishes as one moves 

away from the surface. Vibrational near-field mapping conducted by Dregely et al. revealed that the 

ends of specifically designed nanoantennas have the strongest regions of the plasmonic field, whereas 

the center of these structures shows much smaller enhanced fields.115 

The LSP resonances exhibit a high degree of sensitivity to the metal particle's size,116 shape,117 

and dielectric surroundings, and can be adjusted to wavelengths ranging from ultraviolet (UV) to near-

infrared (n-IR).118 LSP resonances that are dipolar in character can be supported by spherical particles 

(< 50 nm)119, while larger metallic particles (> 100 nm) with different shapes have the ability to exhibit 

multiple LSP resonances120, 121 that correspond to high-order plasmon modes.122 For example, Henzie 

et al. studied the plasmon resonances of Au pyramids with diameters of 100 nm and 250 nm. 

Additionally, the direction of the wave vector and polarization vectors determine the multipolar 

excitations of such nanostructures.123 Hence, some excitation angles result in more pronounced 

plasmon resonances.124 Research has shown that  both transverse and longitudinal modes can be 

supported by rod-shaped Au nanoparticles, depending on polarization.125, 126  

For decades, chemical synthesis was the primary way to synthesize different metal nanoparticle 

shapes (i.e. stars, rods, wires, boxes), due to the ability to control reaction conditions and chemical 

precursors.127 However, the advancement in nanofabrication methods offers an alternative way of 

designing plasmonic structures into periodic arrays. Direct-write techniques such as Electron Beam 

Lithography (EBL) and photolithography can be used to fabricate linear and 2D arrays. EBL creates 

nanoscale patterns by directly writing on resists with a focused electron beam.  

The foundation of future advanced technologies lies in fundamental plasmonic research, 

ranging from its applicability in optics, to electronics and imaging. To achieve this, simplification of 

fabrication methods by which plasmonic nanostructures are fabricated have to be established, as well 

as a methodology for lithographic patterning. In this dissertation, the approach toward the 

development of Au plasmonic nanoarrays with potential electronic applicability is described in detail. 

Electron beam lithography, photolithography, electron beam physical vapor deposition, and oxygen 

plasma cleaning are among the techniques used for nanofabrication of Au nanoarrays. The availability 

of these techniques provides researchers with powerful tools to create arrays with nanometer 

precision, to enhance different vibrational modes in molecules. 
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1.5. Dissertation Outline 

 Chapter 2 of the dissertation explains the spectroscopic techniques utilized to conduct the 

experiments discussed in this work. It covers the underlying principles of non-linear spectroscopy, 

provides an overview of the RA 2DIR spectroscopic method, and outlines the specifications of the 

2DIR spectrometer employed to examine the molecular systems mentioned earlier. 

Chapter 3 describes the RA 2DIR study of energy transport via oligo(p-phenylene) chains, 

initiated by both carbonyl and nitro end groups. It was found that oligo(p-phenylene) chains had the 

ability to funnel high-frequency vibrational quanta rapidly and unidirectionally over large distances 

due to its conjugated property. Chain band structures for an oligo(p-phenylene) chains were computed, 

to determine which chain states were capable of supporting high transport speeds. The IVR pathway 

rates for energy transport initiation process by C=O and NO2 stretching modes were evaluated to 

determine the dominant relaxation channels of both processes. The study identified two distinct 

groups of wavepackets that had vastly different speeds. The modeling of C=O and NO2 initiations 

indicated that the fast wavepackets played a significant role in the overall energy transport speed for 

C=O initiation, while the slower moving wavepackets determined the energy transport speed for NO2 

initiation. This finding corroborates the observation that there was a substantial difference in the 

energy transport speeds between C=O and NO2 initiation. Efficiencies of energy injection into the 

chain and transport along the chain are found to be very high and dependent on the extent of 

conjugation across the structure, specifically the conjugation supporting the interaction between the 

vibrational modes of the end group and the chain states.  

Chapter 4 describes the utilization of RA 2DIR spectroscopy to track vibrational energy 

transport in across metal centers in two platinum complexes featuring a triazole-terminated alkyne 

ligand of two or six carbons, a perfluorophenyl ligand, and two tri(p-tolyl)phosphine ligands. 

Comprehensive analyses of waiting-time dynamics for numerous cross and diagonal peaks were 

performed, focusing on coherent oscillation, energy transfer, and cooling parameters. These 

observables, along with density functional theory computations of vibrational frequencies and 

anharmonic force constants, enabled the identification of characteristic features of different functional 

groups of the compounds. Computations of vibrational relaxation pathways and mode couplings were 

performed, and two regimes of intramolecular energy redistribution are described. One involves 

energy transfer between ligands via high-frequency modes; the transfer is efficient only if the modes 
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involved are delocalized over both ligands. The energy transport pathways between the ligands are 

identified. Another regime involves redistribution via low-frequency delocalized modes, which does 

not lead to inter-ligand energy transport. 

Chapter 5 describes in detail how quantum beats (QB) oscillations in kinetic traces can identify 

strongly coupled states that typically belong to the same functional group, leading to the accurate 

identification of such peaks in both linear FTIR and 2DIR spectra of multiple overlapping peaks. Fully 

resolved vibrational state coherences were analyzed in detail, revealing QB oscillations in the waiting-

time dependences of cross peaks and diagonals in the fingerprint region. The quantum beat oscillatory 

pattern observed provided a direct signature of excited vibrational coherences resulting from 

coherence. The requirements for oscillations were categorized, and it was determined that highly 

degenerate local modes in high symmetry cases (such as metal carbonyls) and compact functional 

groups with many similar local modes (like perfluorophenyl) can result in the formation of normal 

modes featuring large cross anharmonicities, resulting in quantum beat oscillations. The QB 

oscillations enhance the potential of 2DIR spectroscopy   as an analytical tool.  

Chapter 6 describes the nanofabrication process for the fabrication of periodic gold plasmonic 

nanoantenna arrays on a CaF2 wafer. A comprehensive description of the nanofabrication of well-

ordered gold nanoarrays using electron-beam lithography is provided. These arrays consist of 

nanorods of various lengths and widths, and have been characterized using several techniques, 

including scanning electron microscopy, atomic force microscopy, and infrared spectroscopy. Building 

on the work of previous researchers, we investigated the tuning of surface plasmon resonances in 

these structures across m-IR wavelengths. To achieve this, we examined various parameters, including 

nanorod length, width, and spacing. By altering these parameters, we were able to tune the surface 

plasmon resonances in our structures. The development of an electrochemical cell that can be utilized 

for molecular adsorption to modify electronic properties is discussed in detail. Such nano creations 

have the potential to revolutionize the development of nanoscale devices, including sensors, optical 

switches, and electronic devices.
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CHAPTER 2 

Non-Linear Spectroscopy:  
Concepts of Two-Dimensional Infrared 
Spectroscopy 
 

2.1. Introduction 

Spectroscopy is the study of the interaction of light with matter. It is a technique used to 

measure and analyze the electromagnetic radiation absorbed, emitted, or scattered by a material. The 

goal of spectroscopy is to provide information about the composition, structure, and properties of a 

substance. For instance, analyzing the absorption spectrum of a molecule yields valuable data, such as 

the wavelength of the absorption peak(s) and the corresponding absorbance. The Golden Rule128 states 

that the peak wavelengths provide information regarding the energy levels of the molecule in its 

excited state, while the absorbance associated with it is directly proportional to the oscillator strength 

of the transition. The basic principles of the interaction between light and matter can be derived from 

the quantum Liouville equation, which describes the behavior of a quantum system governed by the 

Hamiltonian operator 𝐻̂ and the density operator 𝜌̂ 

𝜕𝜌̂(𝑡)

𝜕𝑡
= −

𝑖

ℏ
[𝐻̂(𝑡), 𝜌̂(𝑡)]              (2.1) 

where Maxwell's equations, which define the behavior of electromagnetic radiation, are utilized to 

derive the field description in the quantum Liouville equation. 

∇. 𝐸(𝑟, 𝑡) = 4𝜋𝜎               (2.2) 

∇. 𝐵(𝑟, 𝑡) = 0                (2.3) 

∇ × 𝐸(𝑟, 𝑡) = −
1

𝑐

𝜕𝐵(𝑟,𝑡)

𝜕𝑡
              (2.4) 

∇ × 𝐵(𝑟, 𝑡) =
4𝜋

𝑐
𝐽(𝑟, 𝑡) +

1

𝑐

𝜕𝐸(𝑟,𝑡)

𝜕𝑡
             (2.5)
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Equations (2.2) through (2.5) relate the electric field, E(t), and the magnetic field, B(t), to the position 

vector, r, and time, t. These fields are connected to density variables, such as charge density, σ, and 

current density, J. The symbol "𝑐" represents the speed of light. 

Spectroscopy is used in a wide range of applications, including in analytical chemistry to 

identify the composition of a sample, in materials science to investigate the properties of materials, in 

medical diagnostics to analyze biological samples, and in astronomy to study the composition of stars 

and galaxies. Spectroscopy is a fundamental tool in many areas of science and technology, including 

chemistry, physics, astronomy, and material science. There are many different types of spectroscopies, 

each with its own principles and applications. Some common examples of optical spectroscopy include 

transient absorption spectroscopy, emission spectroscopy, photon-echo spectroscopy, Raman 

spectroscopy and infrared (IR) Spectroscopy. The work in this dissertation focuses on mid-IR 

spectroscopy.  

Mid-infrared (m-IR) absorption spectroscopy is a form of spectroscopy that operates in the 

mid-infrared region of the electromagnetic spectrum, typically from 4000 to 400 cm-1. It is a powerful 

analytical tool that enables the assessment of a molecule's vibrational modes. Vibrational modes are 

the different ways in which atoms in a molecule can vibrate relative to one another, and they can be 

classified as stretching or bending modes depending on the nature of the motion. The absorption 

spectrum produced by exposing a molecule to m-IR radiation provides valuable information about its 

vibrational modes.  

The advancement of ultrashort pulse lasers has opened up significant opportunities for the 

development of nonlinear vibrational spectroscopies that can provide real-time information about 

molecular vibrations. These lasers, made possible by the development of mode locking techniques as 

well as Kerr-optics, can generate laser pulses with temporal widths shorter than a femtosecond. 

Ti:Sapphire lasers, which were first developed in 1982, have become the standard light source for 

ultrafast spectroscopy.129 Since then, various ultrafast laser spectroscopy methods have been 

developed.  

The studies presented in this dissertation primarily rely on 2DIR spectroscopy as the main 

experimental technique. 2DIR spectroscopy is a third-order, non-linear spectroscopic method. In the 

subsequent section of this chapter, the fundamental concepts of linear and non-linear spectroscopy 
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are explained, based on the principles outlined in the third edition of "Nonlinear Optics, 2nd Ed." by 

Robert Boyd. 

 

2.2. Nonlinear Optical Spectroscopy 

The measurement of optical spectroscopy is dependent on the interactions between the 

material under investigation and an applied electric field, 𝐸(𝑡), which results in the generation of a 

dipole moment or polarization within the sample. In the case of linear spectroscopy techniques like 

FTIR, the polarization is directly proportional to the strength of the electric field, as defined by: 

𝑃̃(𝑡) = χ(1)𝐸̃(𝑡)                 (2.6) 

Where 𝜒(1) is the linear susceptibility of the material which includes all details of the material response.  

In microscopic systems, the first-order polarization can be represented as: 

𝜇 = 𝛼𝐸                (2.7) 

Where µ is the induced dipole moment, 𝛼 is the linear polarizability, and 𝐸 is the interacting electric 

field. In the presence of a strong electric field, a non-linear behavior can be observed. In the case of 

non-linear measurements, the optical response can be modeled in a similar manner as linear 

measurements, by expanding equation 2.6 as a power series of the electric field strength, where 

𝑃̃(𝑡) = χ(1)𝐸̃(𝑡) + χ(2)𝐸̃2(𝑡) + χ(3)𝐸̃3(𝑡) + ⋯           (2.8) 

where χ(2) and χ(3) are the second- and third-order non-linear susceptibilities, respectively, and each 

term constitutes part of the optical response, linear and non-linear, of the sample being studied. One 

instance where this applies is in the representation of the second-order non-linear response of a laser 

system in terms of the strength of its electric field, which can be given by: 

𝑃̃2(𝑡) = χ(2)𝐸̃2               (2.9) 

𝐸̃(𝑡) = 𝐸1𝑒−𝑖ω1𝑡 + 𝑐. 𝑐.            (2.10) 

Where c.c. stands for the complex conjugate. Substituting Eqn. 2.10 into Eqn. 2.9, results in: 

𝑃̃2(𝑡) = 2χ(2)𝐸𝐸∗ + (χ(2)𝐸2𝑒−2𝑖ωt + 𝑐. 𝑐. )                    (2.11) 
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The second-order polarization is comprised of two distinct components. The first component is the 

contribution at zero frequency, which generates a static electric field via a process called optical 

rectification and does not produce any electromagnetic radiation. The second component, however, 

can produce radiation at the second-harmonic frequency of 2ω. 

Analogous explanations can be provided for systems where the interacting electric field 

comprises two distinct frequency components. In such cases, the electric fields can be characterized 

as: 

𝐸̃(𝑡) = 𝐸1𝑒−𝑖ω1t + 𝐸2𝑒−𝑖ω2t + 𝑐. 𝑐.           (2.12) 

When equation 2.12 is replaced into equation 2.10, the resulting expression provides the non-linear 

polarization that is expressed as: 𝑃̃2(𝑡) = χ(2)[𝐸1
2𝑒−2𝑖ω1𝑡 + 𝐸2

2𝑒−2𝑖ω2𝑡 + 2𝐸1𝐸2𝑒−𝑖(ω1+ω2)𝑡 +

2𝐸1𝐸2𝑒−𝑖(ω1−ω2)𝑡 + 𝑐. 𝑐. +2χ(2)[𝐸1𝐸1
∗ + 𝐸2𝐸2

∗]. Where each frequency component in this equation 

represents a distinct optical signal, such that: 

𝑃(2ω1) = χ(2)𝐸1
2                 (Second Harmonic Generation) 

𝑃(2ω2) = χ(2)𝐸2
2                 (Second Harmonic Generation) 

𝑃(ω1 + ω2) = 2χ(2)𝐸1𝐸2         (Sum Frequency Generation) 

𝑃(ω1 − ω2) = 2χ(2)𝐸1𝐸2
∗          (Difference Frequency Generation) 

𝑃(0) = 2χ(2)(𝐸1𝐸1
∗ + 𝐸2𝐸2

∗)       (Optical Rectification) 

In typical measurements, only one of these frequency components can be detected with a substantial 

amount of radiation, owing to the phase-matching requirements. As a result, when conducting 

measurements, it is necessary to choose a specific frequency component. 

It is worth mentioning that second-order non-linear optical interactions can only occur in a 

medium that lacks central symmetry (i.e., non-centrosymmetric). As a result, second-order 

spectroscopy methods are typically employed to investigate molecular interactions at interfaces rather 

than in bulk materials, where the even-ordered signals are nullified. 

Conversely, third-order signals can be detected in centrosymmetric materials. By expanding 

equation 2.12 to include three frequency components and placing it into Equation 2.9, a 

comprehensive third-order contribution to the non-linear polarization can be derived. This outcome 
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can be divided into its individual frequency components, much like the second-order polarization. 

However, the third-order component involves a multitude of additional contributions, which 

comprise: ω1, ω2, ω3, 3ω1, 3ω2, 3ω3, (ω1 + ω2 + ω3), (ω1 + ω2 - ω3), (ω1 - ω2 + ω3), (-ω1 + ω2 

+ ω3), (2ω1 ± ω2), (2ω1 ± ω3), (2ω2 ± ω1), (2ω2 ± ω3), (2ω3 ± ω1), (2ω3 ± ω2). 

Due to the vast array of non-linear frequency components generated, several non-linear 

spectroscopy techniques have been developed. In non-linear spectroscopy, lasers are adjusted to 

specific frequencies and focused/overlapped onto the sample, prompting a non-linear response. The 

polarization is measured using an appropriate detector, and diverse structural and dynamical 

characteristics of the studied molecules can be determined. These measurement techniques include, 

but are not limited to, sum- and difference-frequency generation (SFG, DFG), transient absorption 

(TA), 2D pump-probe (PP) spectroscopy, and two-dimensional spectroscopies including 2D infrared 

(2DIR) spectroscopy. The primary focus of the rest of this chapter will be on 2DIR, which is a 

powerful tool for studying the dynamics and vibrational properties of molecules and materials. 

However, to fully appreciate the capabilities of 2DIR, it is important to first understand linear infrared 

spectroscopy and its limitations. 

 

2.3. Linear Infrared Spectroscopy 

Linear infrared spectroscopy is a technique that measures the absorption or transmission of 

infrared light by a sample. The infrared radiation that is absorbed by the sample corresponds to the 

energy needed to excite the vibrational and rotational motions of the molecules within the sample. 

The energy levels involved in linear infrared spectroscopy are primarily associated with vibrational 

modes. For linear absorption, only the two lowest levels in the fundamental transition are considered 

(Fig. 2.1a).  

 

Figure 2.1. (a) Energy level and (b) double-sided Feynman diagram of the IR absorption. The arrows 
represent the interactions with the laser field, where the solid arrow represents excitation, and the dash 
arrow represents de-excitation. τ1 and τ2 are the times when the applied field interacts with the system.  



Linear Infrared Spectroscopy 
 

21 

When a short laser pulse interacts with a system, causing it to transition from its ground state 

to an excited state, creating a superposition of the two states. The strength of this transition is 

determined by the transition dipole. As time passes, the system returns to its ground state and releases 

a photon. By using perturbation theory, we can study how the system changes over time and calculate 

how it responds to the laser beam. This response can be represented using a Feynman diagram (Fig. 

2.1b), which shows how the system evolves over time. 

 The linear response function is given by: 

𝑆1𝐷(𝑡1) = − (
𝑖

ℏ
) ⟨𝐴|𝜇𝐴𝐵(𝜏2)𝑈𝐵𝐵(𝜏12)𝜇𝐵𝐴(𝜏1)|𝐴⟩         (2.13) 

where the time evolution operator UBB and transition dipoles µ are involved, along with the times τ1 

and τ2 at which the system interacts with the electric field, to determine the response function. The 

response function is then converted from the time domain to the frequency domain using Fourier 

transformation: 

𝐼(𝜔) = ∫ 𝑆1𝐷𝑒−𝑖𝜔𝑡1Γ1𝐷(𝑡1)𝑑𝑡1
∞

0
           (2.14) 

where I(ω) is the linear absorption spectrum, Γ1𝐷 = 𝑒
−𝑡1
2𝑇1 is the relaxation factor, which includes a 

vibrational lifetime T1, and t1 = τ2 − τ1. 

While linear infrared spectroscopy can provide valuable information about the vibrational 

modes of a molecule or material, the broadening of spectral lines can obscure important transitions 

that may contain information about equilibrium fluctuations. Two-dimensional infrared (2DIR) 

spectroscopy overcomes this limitation by spreading the vibrational spectrum over two frequency axes 

and providing sensitivity to vibrational couplings. This technique is particularly useful for accessing 

higher excited states and for studying the dynamics of molecules or materials. 2DIR spectroscopy 

offers a powerful tool for investigating the dynamics and vibrational properties of molecules and 

materials in greater detail and as discussed in the following section.  

 

 

 



Two-dimensional Infrared (2DIR) Spectroscopy 
 

22 

2.4. Two-dimensional Infrared (2DIR) Spectroscopy 

The principles of 2DIR spectroscopy presented in this chapter section are derived from the 

book "Concepts and Methods of 2D Infrared Spectroscopy" by Hamm and Zanni.58 

Unlike linear IR spectroscopies such as Fourier-transform infrared (FTIR) spectroscopy, two-

dimensional infrared spectroscopy is an ultrafast laser spectroscopy technique that provides 

information about molecular structures and dynamics with high temporal and spectral resolution. In 

2DIR spectroscopy, a sample is excited by a sequence of precisely timed ultrashort infrared laser 

pulses. These pulses stimulate molecular vibrations in the sample, producing an oscillating dipole 

moment. The resulting signals are detected by an infrared detector, which measures the amplitude and 

phase of the oscillating dipole moments. This enables the examination of molecular vibrational modes 

and furnishes bond-specific structural details across a range of timescales with resolution as fine as 

femtoseconds. These measurements are versatile and can be utilized for a wide range of chemical 

systems spanning from gas to condensed phases. 

The fundamental principle of 2DIR technique is based on the coupling of vibrational modes, 

which allows for the measurement of pair-wise interactions between functional groups within a 

molecule or between molecules. For example, let us consider the coupling of carbonyl modes on 

adjacent acetone molecules (Fig. 2.2c). When isolated, each CO group oscillates at a resonant 

frequency, but when placed near one another, they interact, causing a change in one of the modes to 

affect the other, resulting in a shift in the fundamental frequency of each. Such vibrational modes are 

referred to as being coupled. 2DIR spectroscopy enables the measurement of coupling between 

vibrational modes by recording vibrational cross peaks. To measure a cross peak between two modes, 

one vibrational mode (vibrational tag) is excited with a short laser pulse, and another mode (vibrational 

reporter) is probed using another laser pulse. 

The interaction energy in the point-dipole approximation resulting from the proximity of two 

molecular dipoles, i and j, indicates the strength of their coupling and can be expressed as: 

𝛽𝑖𝑗 =
1

4𝜋𝜖0
[

𝜇⃗⃗⃗𝑖𝜇⃗⃗⃗𝑗

𝑟𝑖𝑗
3 − 3

(𝑟𝑖𝑗.𝜇⃗⃗⃗𝑖)(𝑟𝑖𝑗.𝜇⃗⃗⃗𝑗)

𝑟𝑖𝑗
5 ]           (2.15) 

Where 𝛽𝑖𝑗 is the coupling between the two modes i and j, 𝜇⃗𝑖 is the transition dipole of mode i, and 𝑟𝑖𝑗 

is the vector connecting the centers of transition dipoles i and j, and 𝜀0 is the vacuum permittivity. It 
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should be noted that this equation is not applicable if the transition dipoles are in very close proximity 

to each other.  

 

Figure 2.2. Energy level split for two acetone molecules, with an unperturbed frequency of 1710 cm-

1. The split represents 2𝛽𝑖𝑗, where 𝛽𝑖𝑗 is the coupling strength.  

 

For instance, consider two acetone molecules, each with an unperturbed frequency of 1710 

cm-1. If the dimer pair interacts strongly, with a coupling strength of, say, 𝛽𝑖𝑗 = 5 cm-1, the resulting 

states would split, causing a Δ𝜔 = 2𝛽𝑖𝑗 = 10 cm-1 energy difference (Fig. 2.2, blue arrow) between the 

new coupled states (at 1705 cm-1 and 1715 cm-1). These states would be detected in 2DIR spectroscopy 

as signals on and off the diagonal, representing the signal originating from each mode (diagonal) and 

the interaction between the two (coupled) modes, respectively.  
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Figure 2.3. (a) Simulated 2DIR spectrum, depicting the νC=O stretches of two acetone molecules 
coupled with fundamental frequencies at 1610 cm-1 and 1640 cm-1, with a relative transition dipole 
coupling of (a) 10 cm-1 and (b) 4 cm-1. The diagonal peak pairs represent the excitation/stimulated 
emission of individual molecules, while the cross peaks represent the coupling between their CO 
modes. (c) The coupling strength depends on the distance, d, and orientation, θ. The carbonyl 
stretches are represented with transition dipoles (blue arrows).  

This concept is depicted in Figure 2.3(a,b), which shows simulated 2D IR spectra for two 

coupled acetone molecules oriented at θ =45° with respect to one another. In the first spectrum (Fig. 

2.2a), the acetone molecules are separated by a few angstroms, resulting in a strong coupling of 10 cm-

1. In the second spectrum (Fig. 2.3b), the acetone molecules are further apart (larger d value, Fig. 2.3c), 

so the coupling is weaker (4 cm-1). The pump and probe frequencies are represented by the y- and x-

axes, respectively. Each acetone molecule creates a pair of peaks near the diagonal of the spectrum, 

which we collectively refer to as diagonal peaks. One peak is positioned exactly on the diagonal while 

the other is shifted to a different 𝜔PROBE frequency. The peak on the diagonal corresponds to the 

fundamental frequency, 𝜔01, along both axes (𝜔PUMP = 𝜔PROBE = 𝜔01), and is regarded as a 

negative peak. Generally, the negative amplitude peak on the diagonal is associated with the absorption 
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change in molecules in the vibrational ground state when the excitation laser pulse triggers a 0→1 

transition, and the stimulated emission of the excited population back to the ground state (1→0 

transition) through the probe laser pulse. This will be discussed in more detail later in the next section. 

Due to the anharmonicity of the carbonyl stretch, the other peak is shifted, resulting in a frequency 

difference between the two peaks known as the diagonal anharmonic shift. As the two acetone molecules 

are coupled to each other, a cross peak emerges. The cross peak also appears in 180° phase shifted 

pairs. The second cross peak within the pair displays opposite polarity and a different 𝜔PROBE 

frequency. The off-diagonal anharmonic shift, which is connected to the coupling, represents the difference 

in frequency between the two peaks. Another set of cross-peaks can be observed in the lower portion 

of the 2D IR spectrum. It is important to note that the anharmonic shifts introduce inherent 

asymmetry in 2D IR spectra. Therefore, cross-peaks located in the upper and lower portions of the 

spectrum may appear dissimilar in congested spectra with broad line shapes or cross-peaks that are 

partially concealed by diagonal peaks. However, they should appear identical in well-resolved spectra. 

In Figure 2.1b, the coupling of the two acetone molecules is weak, resulting in a smaller off-

diagonal anharmonic shift and smaller cross peak separation. In strongly coupled systems, the pair of 

peaks in the cross peaks are separated based on the strength of the coupling. However, when no 

coupling between the two molecules is present (anharmonic shift ≈ 0), the positive cross peak and 

negative cross peak will sit on top of one another, canceling one another out. The coupling between 

molecules creates cross peaks and alters the diagonal peaks too. Due to the formation of a 

multidimensional potential energy surface resulting from the coupling, the frequencies, anharmonic 

shifts, and intensities of the diagonal peaks undergo changes, displaying a slightly different curvature 

than in isolated molecules. The coupling strength and orientation of the molecules can be determined 

without utilizing 2D spectroscopy by measuring the frequency shifts and intensity changes of 

fundamental transitions with standard linear (FTIR) spectroscopy and isotope labeling. Nevertheless, 

2DIR spectroscopy is a more effective means of measuring the coupling, requiring considerably less 

effort. 

The example of coupled acetone molecules offers a qualitative depiction of the influence of 

coupling on the vibrational frequencies of these molecules, as well as how coupling can lead to the 

formation of cross-peaks. The next section will provide a more comprehensive explanation of how 

2DIR can be utilized to describe the potential energy surface of such oscillators.
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2.4.1. 2DIR Spectrum of a Single Vibrational Mode 

Within this section, we will examine the most straightforward scenario of how a 2DIR 

spectrum appears for a single vibrational mode, using the carbonyl stretch of an acetone molecule as 

an example. To construct the 2DIR spectrum, the eigenstates and transition dipoles for the vibrational 

mode of the studied molecule are needed. The Morse oscillator can be utilized to depict the potential 

energy surfaces of molecular vibrations, as follows: 

𝑉(𝑟) = 𝐷(1 − 𝑒−𝑎𝑟)2                           (2.16) 

Where 𝐷 is the depth of the well, r is the interatomic distance, and 𝛼 is the curvature of the potential 

well. When the Schrodinger equation is solved perturbatively for the anharmonic oscillator, the 

vibrational eigenstates obtained are:  

𝐸𝑛 =  ħω (𝑛 +
1

2
) − 𝑥 (𝑛 +

1

2
)

2

                   (2.17) 

where 𝜔 is the harmonic frequency, 𝑛 is the quantized eigenstate of the oscillator, and 𝑥 is the 

anharmonicity. 

 

Figure 2.4. (a) Spring model representing a diatomic molecule, separated by distance, r (b) Energy 
level scheme of a harmonic oscillator (green line) and an anharmonic oscillator (black line) with the 
dipole-allowed transitions depicted. The red arrow represents the pump process, while the blue arrows 
represent the probe process. (c) The resulting 2DIR spectrum. The red contour represents negative 
response (GSB, SE) and the blue contour represents positive response (ESA).  
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The 2DIR spectrum can be measured either in the time or frequency domain. In this 

discussion, we will start with the frequency domain measurements, in which a basic pump-probe 

experiment can be utilized to generate the 2DIR spectrum. The pump-probe method is the most 

straightforward 2DIR technique, and hence, the correlation spectrum depicted in Figure 2.4b will be 

explained in the context of a pump-probe experiment. Here, we scan the frequency of a pump pulse 

over the resonance frequency of the oscillator and graphing its absorption as the y-axis on a 2D plot. 

In such an experiment, the sample is subjected to two laser pulses. The first pulse (known as the pump 

pulse) is a narrow-band pulse tuned to frequency 𝜔01 (𝜔01 = ℏ𝜔 − 2𝑥, where is ℏ the reduced Planck 

constant, ω is the vibrational frequency of the oscillator and 2𝑥 is the energy of the excited state 

relative to the ground state), which excites some molecules from their vibrational ground state |0⟩ to 

the first vibrationally excited vibrational state |1⟩ (Fig 2.4b, solid red arrow).  

After the pump pulse, we proceed to scan the frequency of a probe pulse for the x-axis. The 

second pulse (probe), which is often spectrally broad, follows the pump and induces a fraction of 

molecules in the vibrationally excited state to undergo stimulated emission back to the ground state 

(Fig 2.4b, dotted blue arrow.) or to be promoted to the second vibrational excited state|2⟩ by excited 

state absorption (Fig 2.4b, blue solid arrow). Moreover, due to the reduced number of molecules in 

the ground state, the probe pulse is expected to experience less absorption compared to the scenario 

where no pump pulse is applied. The third-order signal aligns with the probe beam and is always in 

phase with it. Difference spectra are normally measured to contrast of absorption between the pump 

on and off spectra.  , The resulting spectrum for a three-level system will feature a SE and GSB peaks 

at 𝜔01 and ESA peak positive at 𝜔12, which is red-shifted 𝜔01 due to the anharmonicity of the 

potential, (Fig. 2.4c, blue contour lines) 𝜔12 − 𝜔01 = 2𝑥 ≡ ∆, known as the diagonal anharmonic shift. 

Hence, when we plot the absorption based on the frequencies of the pump and probe, we will 

observe a dual set of peaks in the 2DIR spectrum with opposite polarities. Meanwhile, the signal for 

excited state absorption will manifest at ωPUMP = ω01 and ωPROBE = ω12  (Fig 2.4c, blue contours). 

Note that even though the negative peak results from two processes and the positive peak results from 

only one, the amplitudes of the positive and negative peaks will have similar intensities as the 1→2 

excited state absorption is twice as strong as a 0→1 transition as 𝜇₁₂² = 2𝜇₀₁² according to the 

harmonic oscillator dipole transition moment scale. The anharmonic shift of the oscillator can be 

directly obtained from a 2DIR spectrum if the GSB and ESA peaks are distinctly isolated. However, 
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this is applicable only if the anharmonic shift is greater than the bandwidth of the transition. In the 

next section, the 2DIR spectrum of two coupled vibrational modes will be discussed.  

 

2.4.2. 2DIR Spectrum of Two Coupled Vibrational Modes 

The 2DIR spectrum of coupled oscillators encompasses significant information regarding the 

interaction strength of two vibrational states based on their transition dipoles, which includes 

information related to the distance between the two modes. Consider two transition dipoles, labeled 

1 and 2, which are adequately distant from each other. The potential describing these two coupled 

oscillators is calculated as: 

𝑉(𝑟1, 𝑟2) = 𝑉1(𝑟1) + 𝑉2(𝑟2) + 𝛽12𝑟1𝑟2           (2.18) 

Where 𝑉𝑛(𝑟𝑛) are the 1D potentials of each vibrational mode, and 𝛽12 is the coupling if 

transition dipole-dipole coupling is adequate. In the case of two coupled oscillators, such as two atoms 

in a molecule, the vibrational modes of each atom can combine to create a new, higher-frequency 

mode- a combination band. For example, we consider a water molecule, H2O which has several 

vibrational modes, such as O-H stretching and bending (Fig 2.5 a,b). In addition to these fundamental 

modes, the bending mode can combine with the stretching mode to form a combination band known 

as the bending-stretching combination band (Fig. 2.4c).130 Combination bands are observed when 

more than two or more fundamental vibrations are excited simultaneously. The energy of the 

combination band is the sum of the two fundamental band energies. 

 

Figure 2.5. Types of vibrational couplings of the H-O-H molecule. (a) Bending-bending mode (b) 
stretching-stretching mode (c) bending-stretching mode, known as a combination band. 

Now we consider two coupled oscillators, due to the coupling and interaction between them, 

they do not act as independent oscillators anymore, and instead form combination bands, where their 

combination band shifts from the value of 𝜔1 + 𝜔2, where 𝜔1 and 𝜔2 represent the fundamental 

frequencies of vibrational modes 1 and 2, correspondingly. Thus, besides observing anharmonic shifts 
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in the diagonal peaks (Δ11 and Δ22 represent the diagonal anharmonicity terms for transitions 1 and 2, 

respectively), the combination band experiences a shift due to the off-diagonal anharmonicity Δ12, as 

shown in Figure 2.6b. Consequently, transition dipoles that have a strong interaction will exhibit 

significant off-diagonal anharmonicities, which leads to a more substantial frequency shift off the cross 

peak compared to a pair of dipoles with a weaker interaction. In cases where anharmonicity is small, 

which is often the scenario, the selection rules of harmonic oscillators continue to apply. This implies 

that only one oscillator can experience a single-quantum change at any given time, and the intensity 

of the transition is determined by the transition dipole of that oscillator. Here, |kj ⟩ represents a state 

with 𝑘 quanta of excitation in the first mode and j quanta in the second mode. For example, transitions 

|10⟩→|20⟩ and |10⟩→|11⟩ are dipole allowed, but |10⟩→|02⟩ is forbidden. The arrows in Fig 2.6(a) 

show all the possible allowed transitions for two coupled oscillators.  

 

Figure 2.6.(a) Energy level scheme of two coupled oscillators before coupling (left, local modes) and 
after coupling (right, eigenstates). The dipole-allowed transitions are depicted. The solid arrows 
represent the pump process, the dotted arrows the probe process. (b) Resulting 2D IR spectrum. Red 
peaks represent GSB (and SE for diagonal peaks), shown as negative, while blue peaks represent ESA, 
shown as positive peaks.  
 

Figure 2.6b shows a constructed 2DIR spectrum of two coupled oscillators. When the pump 

frequency matches the frequency of one of the fundamental transitions of eigen states, a transition 

from the ground state to an excited state is induced. To achieve this, we scan the pump frequency 

across the resonances of both oscillators. When the pump frequency becomes resonant with an 
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eigenstate, we note that frequency along the y-axis.  Figure 2.6a gives our nomenclature for labeling 

the eigenstates of two coupled oscillators, denoted as 1 and 2.  

If the pump is in resonance with the oscillator with the higher frequency, we will excite state 

|01⟩. The probe pulse that follows can now induce one of three distinct transitions denoted as ①, 

③, and ④ (Fig. 2.6a, purple circles). Furthermore, since the number of molecules in the shared 

ground state |00⟩ decreases, the probe pulse records it as a sample bleach on both oscillators, resulting 

in the emergence of transitions ⑧ and ②. Among the transitions, ⑧, ④, and ③ are identical to 

those observed for a single oscillator (Fig. 2.4b), corresponding to bleach, stimulated emission, and 

excited state absorption, respectively, of the higher-frequency oscillator, resulting in the diagonal peak 

at the higher frequency, with a diagonal anharmonicity of ∆11. Similarly, the second diagonal peak of 

the lower-frequency oscillator forms as a result of transitions ②, ⑤, and ⑥ (GSB, ESA, SE, 

respectively), with a diagonal anharmonicity of ∆22. 

Transitions ① and ⑦ are new in the case of coupled oscillators. Transition ① involves the 

excitation of the lower oscillator by one quantum from its ground state to the first excited state, where 

the higher-frequency oscillator already has one quantum of excitation: |0,1⟩→ |1,1⟩. If the two 

oscillators were not coupled, the excitation frequency of the second oscillator would remain unaffected 

by the number of quanta present in the first oscillator, resulting in identical frequencies for the |00⟩→ 

|1,0⟩ ② and the |0,1⟩→ |1,1⟩ transitions ①. Consequently, the GSB (red peak) and ESA (blue peak) 

would coincide perfectly and cancel each other due to their identical transition strength but opposite 

sign. However, since two cross-peaks are present in the 2DIR spectra of two coupled oscillators, ∆21 

and ∆12 ≠ 0.  

The presence of a cross-peak in a 2D IR spectrum indicates significant coupling between the 

two oscillators, where the transition frequency of one oscillator is influenced by the excitation level of 

the other oscillator. It should be noted that transition dipoles that exhibit strong interaction will display 

significant off-diagonal anharmonicities, leading to a higher off-diagonal frequency shift as compared 

to dipoles that have weak interaction. Therefore, the presence and absence of cross-peaks in 2DIR 

spectra provides insights on the coupling strength of modes in a molecule which can be linked to its 

structure.  



Frequency and Time Domain 2DIR Spectroscopy 
 

31 

2.5. Frequency-Domain 2DIR Spectroscopy 

There are two general ways to collect 2DIR spectra: in the frequency domain or in the time 

domain. The frequency-domain single-frequency pump-probe method is the most straightforward 

2DIR spectroscopy technique, first demonstrated by the Hochstrasser group in 1998.131 To perform 

these measurements, a spectrally narrow IR pulse is scanned over a range of m-IR frequencies. A 

broad-band probe pulse is then tuned to the same or a different spectral region, which generates a 

3rd-order response, as described in the previous section. The homodyned detection technique 

involves the co-propagation of the non-linear signal with the probe pulse towards the detector so that 

the probe pulse is serving as a local oscillator.  

Although these measurements are relatively simple, they have several disadvantages. Firstly, 

the signal-to-noise ratio is low since the probe pulse is much stronger than the signal. Secondly, the 

pump pulse is spectrally narrow, which makes it broad in time, resulting in a reduced time resolution 

for the experiment. 

 

2.6. Time-domain Dual-frequency 2DIR Spectroscopy 

Although more complex, time-domain 2DIR spectroscopy offers greater sensitivity and higher 

signal-to-noise ratio than frequency-domain 2DIR spectroscopy. There are two ways of doing time-

domain 2DIR measurements- using two beams or three beams.  

In two-beam 2DIR IR-pump IR-probe measurements, two excitation beams are typically 

derived from a single source and split into two beams, which are independently delayed, recombined 

into a single beam (pump beam), and directed at the sample. The time delay between the two pulses 

of the pump beam is scanned during the measurements. The detection beam, containing a single pulse, 

overlaps with the pump beam in the sample and is directed to a spectrometer and a detector; as for 

the frequency-domain 2DIR, it also serves as a local oscillator, which is known as homodyned 

detection. By varying the delay time of probe beam, the waiting time, the vibrational dynamics can be 

tracked. Fourier transformation is used to deconvolute the frequency components in the obtained 

signal. As no separate LO beam is required, the measurements are fairly straightforward and often 

feature higher sensitivity than frequency-domain measurements. A benefit of utilizing two-beam 2DIR 

pump-probe measurements is that it guarantees accurate phase detection in the results obtained. 
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Another two-beam 2DIR method used is pulse-shaping, where the temporal profiles of the pump and 

probe pulses are used to excite and detect the sample respectively. 

In three-beam 2DIR measurements, all three incoming beams at the sample feature single, 

broad-band pulses but have different directions (Fig. 2.7c). As a result, the 3rd-order signal is emitted 

in the direction not overlapping with the directions of the three beams and separate LO beam is 

required for heterodyning.  Such arrangement, while significantly more involved to execute, offers an 

opportunity to change the LO intensity independently of that of beam 3, resulting in background-free 

measurements and significantly higher sensitivity. The pulse sequence for dual-frequency 2DIR 

measurements is shown in Fig. 2.7b. The probe pulse arrives at time delay T after the 2nd pulse, and 

the second femtosecond pump pulse is separated in both time and space, and the delay between the 

two pulses (τ) is varied during the measurements. After a delay time of T following the second pulse, 

the probe pulse arrives, and the third-order signal is emitted in a different direction, separate from the 

directions of the three beams. The electric field of the third-order signal is recorded using heterodyned 

detection. The technique of heterodyned detection is utilized for the measurement of the third-order 

signal of a molecular system.132 To extract information from an optical signal, a local oscillator (LO) 

laser pulse with higher intensity is combined with the signal at the detector, producing an interference 

pattern that reveals details about the signal. By altering the delay of the LO, the signal can be scanned, 

and the detector returns a value that is proportional to the square of the total electric field it receives. 

To isolate the LO field, an optical chopper is often employed, and its value can be subtracted from 

the total received value: 

𝑆(𝜏, 𝑡, 𝑇) = (𝐸𝐿𝑂 + 𝐸𝐹𝐼𝐷)2 − (𝐸𝐿𝑂)2 = 2𝐸𝐿𝑂𝐸𝐹𝐼𝐷 + 𝐸𝐹𝐼𝐷
2 ≈ 2𝐸𝐿𝑂𝐸𝐹𝐼𝐷~𝐸𝐹𝐼𝐷             (2.19) 

where 𝑆(𝜏, 𝑡, 𝑇) is the resulting signal, ELO is the electric field of the local oscillator, EFID is the electric 

field of the emitted 3rd-order signal.  

Since the signal is amplified with the use of the LO, the advantage of heterodyned detection 

is that it reduces noise and improves the signal-to-noise ratio, resulting in higher sensitivity and better 

detection limits. While both techniques provide information on the vibrational dynamics and 

couplings in the sample, three-beam 2DIR generally offers better sensitivity and resolution. However, 

it also requires more complex instrumentation and experimental setup, as described below. 
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Figure 2.7. (a) Energy diagram for vibrational modes 𝜔1 and 𝜔2 showing coherence and population 
states accessed by the pulse sequence. The spectra of the IR pulses are shown on the left. (b) Delays 

between the pulses in dual-frequency 2DIR measurements. 𝜏 is the delay between 𝑘1and 𝑘2, T is the 

delay between 𝑘2 and 𝑘3, and t is the delay between the local oscillator and the 3rd-order signal. (c) 
Schematic of the beam directions in a three-pulse dual-frequency 2DIR experiment. 

The sample is interrogated by three ultrashort laser pulses arranged in a boxcar geometry, with 

each pulse being one of the corners of the "box". The first two pump pulses, associated with 

wavevectors 𝑘⃗⃗1 and 𝑘⃗⃗2 and frequency 𝜔1, are adjusted to the frequency of the vibrational tag, while 

the 𝑘⃗⃗3 probe (𝜔3) and LO pulses are adjusted to the frequency of the vibrational reporter, which may 

be the same as the pump when measuring diagonal signals or different when measuring cross peaks. 

Depending on the type of measurement being conducted, the directionality of the laser pulses used to 

interrogate the sample must be altered to satisfy the phase-matching conditions (vide infra).  

Having explained the application of the heterodyned detection technique, let us now delve 

into how this method can be employed to investigate energy transport in a molecular system. By 

observing the effects of laser pulses on the local states, we can gain insights into how energy is 

transferred within the system. Consider a molecular system with two closely spaced and strongly 

interacting vibrational modes, denoted as |01⟩ and |10⟩. To induce a specific vibrational coherence 

state, the system is initially excited by a pump pulse, 𝑘1, placing it in the state |01⟩⟨00|. Following the 

first interaction with the field (𝑘1), the molecular system undergoes oscillation during tau. The second 



Relaxation-assisted 2DIR Spectroscopy 
 

34 

pulse, 𝑘2, interacts with the sample and produces a population state |01⟩⟨01|. During the waiting 

time T, (already introduced) the system undergoes population relaxation. The third pulse, 𝑘3, prepares 

another coherence state, for example, |11⟩⟨01| for the excited-state absorption signal, which emits 

radiation. This radiation is then combined with the local oscillator, spectrally dispersed by a 

spectrograph, and 𝜔𝑡, producing the frequency axis. The 2DIR spectrum is obtained by scanning the 

delay between the first and second pump pulses, τ, at fixed waiting time, T, and Fourier transform 𝜔𝜏 

data to generate 𝜔𝜏 axis.  

When measuring diagonal signals (pump and probe have similar central frequencies), the laser 

pulses are arranged in what is typically referred to as "boxcar geometry," with each pulse occupying a 

distinct corner of the box. However, when measuring cross peaks, the separation between the 

directions of the pump pulses has to be adjusted resulting in trapezoid geometry in the beam cross 

section (Fig. 2.7c). The geometry, the 𝑘⃗⃗1, 𝑘⃗⃗2, and 𝑘⃗⃗3 wavevector directions, has to be set so that  𝑘⃗⃗𝑆 

=−𝑘⃗⃗1+𝑘⃗⃗2+𝑘⃗⃗3 and 𝜔𝑠 = −𝜔1 + 𝜔2 + 𝜔3, which are called phase-matching conditions. Here, 𝑘⃗⃗𝑆 and 

𝜔𝑠 represent the wavevector and frequency of the 3rd-order signal, respectively. By meeting these 

phase-matching conditions, the non-linear signal appears in the direction of the fourth corner of the 

box or trapezoid, depending on the measurement, such that it is isolated from pump and probe beams, 

enabling background-free conditions that provide ultimate sensitivity of the 2DIR measurement. 

 

2.7. Relaxation Assisted 2DIR Spectroscopy  

The studies conducted in this dissertation employ a technique known as relaxation assisted 

2DIR (RA 2DIR) spectroscopy, which is a variant of time-domain dual-frequency 2DIR. RA 2DIR is 

based on the principle that when the excited mode (tag) relaxes, a significant amount of energy is 

residing inside the molecule.70 

The sample is excited at frequency ω1 by the first two m-IR pulses (Fig 2.8b, red line), resulting 

in an excited population state. This excess energy propagates in all directions, including towards the 

reporter. When the excited state is probed at the frequency of the reporter (ω2), a cross-peak appears 

at approximately (𝜔𝜏, 𝜔𝑡) ≈ (𝜔1, 𝜔2). The energy of the combination state appears at 𝜔1 + 𝜔2 −

∆12, due to a non-zero off-diagonal anharmonicity ∆12. If the two modes are spatially far and interact 

weakly (small ∆12), the excited state absorption peak at (𝜔1, 𝜔2 − ∆12) and the GSB peak at 
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(𝜔1, ~𝜔2) will experience strong mutual cancellation. This is because excitation at ω1 leads to the 

bleach of the ground state bleach at ω2 (Fig. 2.8d, green circle) and a new absorption at 𝜔2 − ∆12 (Fig. 

2.8d, orange circle). No cross-peak will result if the anharmonicity ∆12 is smaller than the transition 

width at ω2, due to strong mutual cancellation of the two signals (Fig. 2.8d). However, a small cross-

peak may occur for spatially remote tag and reporter, owing to their small anharmonicity. 

As the waiting time increases, the IVR process gradually increases the spatial location of the 

excited region in the molecule. When the excess energy reaches the reporter mode, it excites low-

frequency vibrational modes (ωX) (Fig. 2.8a, blue circle). Since the mode(s) with frequency ωX have 

significant spatial overlap with the reporter mode, they are often well coupled to the reporter resulting 

in two transitions when probed at approximately ω2 (Fig. 2.8b, green line): the ground state bleach, 

giving a negative signal at ω2 (Fig. 2.8f, green circle), and new absorption from the ωX state to the 

combination state of mode X and the reporter (Fig. 2.8b, right orange line), producing a positive peak 

at (w1, 𝜔2 − ∆X2)(Fig. 2.8f, orange circle). The larger ∆X2 anharmonicity reduces the cancellation in 

the peak pair, resulting in a stronger RA 2DIR cross –peak. 

To extract the waiting-time kinetic trace, the cross-peak area is integrated for each waiting time 

T, resulting in a curve that depicts how the cross-peak intensity changes as a function of T (Fig. 2.8e). 

The rise in the amplitude of the cross-peak is a result of the excess energy being transported from the 

initially excited mode towards the localized region of the probed vibrational mode. As T increases, the 

energy propagates towards the reporter site, culminating in a maximum at a specific waiting time, Tmax. 

As T surpasses Tmax, the cross-peak amplitude starts to decay due to cooling of the molecule to the 

surrounding medium. At Tmax, the cross-peak amplitude reaches a plateau, which is caused by an 

overall increase in sample temperature. Tmax represents the time required to transport the highest 

amount of energy from the tag to the reporter site, and it is referred to as the energy transport time. 

It should be noted that cooling times for different molecules and reporters were found to be highly 

dependent on the solvent type.133 
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Figure 2.8. (a) Cartoon describing the direct coupling and relaxation-assisted coupling, respectively, 

between vibrational modes 𝜔1, 𝜔2, and 𝜔𝑥. (b) and (e) reflect the cross peaks generated in the direct 
coupling and relaxation-assisted coupling cases, respectively. (c, d) Energy diagram illustrating the 
origin of the RA 2DIR signals.  (f) Waiting-time kinetics curve obtained from the intensity of the cross 
peak plotted as a function of T. 

In the past, a significant amount of effort was focused on improving a method known as the 

"single-color" approach, which involves dividing a single mid-infrared (m-IR) beam into multiple parts 

for conducting 2D infrared (2DIR) measurements. The "single-color" approach allows for the 

measurement of structural constraints based only on modes that are close in frequency because m-IR 

laser pulses typically have a width of around 200 cm−1. The dual-frequency 2DIR method, which 

involves the use of two independently tunable mid-infrared (m-IR) pulses, does not impose any 
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restrictions on the frequencies of the modes being studied. Based on this, a novel dual-frequency 

2DIR instrument was designed and built and is discussed in detail in the following section.  

 

2.8. Fully-automated 2DIR Spectrometer 

 In 2014, the Rubtsov group designed and built the first fully-automated dual-frequency three-

pulse 2DIR instrument used in the research projects discussed in this dissertation. The in-depth 

description of the instrument was reported by Leger et al.134-136 The instrument enables the 

performance of three-pulse heterodyned echo measurements on any cross-peak within a spectral range 

spanning from 800 to 4000 cm−1. The instrument achieves exceptional sensitivity through a 

combination of closed-loop phase stabilization, spectral interferometry, and phase cycling techniques. 

All essential components of the 2DIR spectrometer are shown in Figure 2.9. The unique design of 

the phase stabilization scheme enables the polarization tuning of mid-infrared (m-IR) pulses, 

facilitating the measurement of angles between vibrational transition dipoles. Automatic frequency 

tuning is accomplished through beam direction stabilization schemes for each m-IR beam, which 

offers beam stability of better than 50 μrad, and a novel scheme for setting the phase-matching 

geometry for the m-IR beams at the sample. 
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Figure 2.9. Optical schematic of the dual-frequency 2DIR instrument. Here, Q is an MCT quad 
detector, D is an optical delay stage, T is a translation stage, PR is a parabolic reflector, Pr is a right-
angled prism reflector, PZ is a gold mirror equipped with a piezo actuator, BS is a beam splitter, WP 
is a waveplate – wire-grid polarizer or two wire-grid polarizers assembly, GP is a wire-grid polarizer, 
W is a phase modulator (wobbler), F is a mechanical flipper, OM is an optical mask, PD is a Si 
photodiode, SC is a sample cell, IS is an image spectrometer, and MCD is a mercury cadmium telluride 
(MCT) array detector. BS1 is a 50/50 beam splitter with separate regions for m-IR and HeNe beams. 
Standard mirrors are omitted to increase legibility. 

A computer-controlled dual optical parametric amplifier (OPA, Palitra-duo Quantronix) is 

powered by a Ti:sapphire laser (Libra, Coherent) with  a 1 kHz repetition rate, 1.5 W power output, 

and a 80 fs pulse duration. Computer-controlled non-colinear difference-frequency generation (DFG 

nIR-A and nIR-B, Quantronix) units receive two near-IR signal-idler pairs that were produced by the 

dual optical parametric amplifier (OPA). These OPA/DFG units can produce m-IR pulses with a 

duration of approximately 140 fs, can be tuned over a range of 500-4000 cm-1, and have pulse energies 

between 1.5-10 µJ, depending on the chosen wavelength.  
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The m-IR pulses generated are each guided through an individual beam stabilization scheme, 

which serves to position the beams in a manner that maintains their overlap at the sample. The beam 

stabilization design is capable of achieving a stabilization accuracy of better than 50 μrad across the 

entire spectral range, which was achieved by a pair of quad detectors and a pair of computer-controlled 

mirrors. Following the direction stabilization, beam A is divided into two equal parts (beams 1 and 2), 

which act as pump pulses. A small portion of beam B is taken for use as the local oscillator (LO), 

while the remaining part is directed to the sample as a probe beam (beam 3). Additionally, each of the 

pump pulses (𝑘1and 𝑘2) is fitted with a short delay stage that can set τ delay. The temporal overlap 

between the photon echo and the LO is regulated by a final translation stage for the LO (t). 

A parabolic mirror is utilized to guide and focus the three pulses onto the sample. Prior to 

this, the pump pulses are reflected by a computer-controlled prism reflector (Figure 2.9, Pr) to enable 

the choice of beam geometry to satisfy the phase-matching conditions at the sample for selected 

frequency region in the 2DIR spectrum.  

 The measurement of diagonal signals is carried out in the "boxcar geometry," where beam 3 

(probe) is located directly above beam 2 (pump) (Fig. 2.7c) For cross-peak measurements, the 

separation between the pump beams is either widened or narrowed to change the geometry from a 

boxcar to a trapezoidal shape. When pumping a mode with higher energy than the reporter mode, the 

separation between the pump beams is reduced, enabling the phase-matching conditions to maintain 

the photon echo directionality. Conversely, when the vibrational tag is lower in energy than the 

reporter, the separation is increased. The generated photon echo from the sample is amplified by the 

LO and sent to a monochromator before being directed into a 64-channel MCT detector. Additionally, 

the system comprises a Helium Neon (HeNe) tracking system that accurately measures the translation 

stage movement and corrects any deviation via a mirror with a piezo-electric actuator. 
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2.9. Measurement Details 

2D IR spectra usually consist of 300-500 points along τ, depending on the vibrational lifetime 

of the mode and its spectral separation from other transitions. In cases where the vibrational modes 

have long lifetimes and are located close to other IR active modes, longer scans are needed to fully 

resolve the peaks. However, even with these longer scans, the single τ scans only require 2-5 minutes 

of acquisition time when 400 accumulations are taken for every tau delay value. 

For RA 2DIR measurements, 2DIR spectra were obtained at different waiting times ranging 

from -1 ps to 400 ps, resulting in spectral data with 30-40 points along T. The acquisition time for 

such measurements can range from 1.5-3 hours, depending on the number of τ points. Waiting-time 

kinetics for individual peaks were obtained by integrating each 2DIR spectrum within a region 

centered on the peak. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



  

CHAPTER 3 

Unidirectional Coherent Energy 
Transport via Conjugated  
Oligo(p-phenylene) Chains 

 

In this chapter we investigate the potential of oligo(p-phenylene) chains to transfer energy ballistically 

via its high-frequency modes through the utilization of RA 2DIR. We found that by vibrationally 

exciting an end-group at either side, vibrational wavepackets that can move freely along the chain were 

created. This transport mechanism facilitates the delivery of high-energy vibrational quanta at an 

impressive speed of up to 8.6 km/s, which surpasses the speed of sound in common metals (∼5 km/s) 

and polymers (∼2 km/s). The efficiency of energy injection and transport along the chain depends 

heavily on the extent of conjugation within the structure. The research shows that by modifying the 

degree of conjugation through electronic doping of the chain, it's possible to control the transport 

speed and efficiency. This finding opens new possibilities for developing materials with customizable 

energy transport properties for heat regulation, efficient energy delivery to remote areas, including 

transport against thermal gradients, and initiating chemical reactions from a distance, and could pave 

the way for the development of materials with tailored energy transport properties, leading to 

innovative applications in diverse fields such as energy, chemistry, and photonics. 

 

The work detailed in this chapter has been published in the following paper: Leong, T.X.; Qasim, L. 

N.; Mackin, R.T.; Du, Y.; Pascal, R.A. and Rubtsov, I.V. Unidirectional coherent energy transport 

via conjugated oligo(p-phenylene) chains. J. Chem. Phys. 2021, 154, 134304.  
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3.1. Introduction 

In molecules with repeating units, oligomers, the formation of delocalized chain bands can 

support ballistic energy transport. The ballistic mechanism relies on the generation of a vibrational 

wavepacket – a superposition of delocalized chain band states. Ballistic transport via several saturated 

linear chains, such as alkyl,137 perfluoroalkyl,138 and polyethylene glycol (PEG),82, 83, 139, 140 was reported. 

However, no vibrational energy transport studies were conducted on conjugated oligomeric chains. 

Conjugation often arises in organic molecules that contain multiple double bonds in a row or in cyclic 

structures (i.e. benzene). In this study, we wanted to determine how energy transfer pathways are 

affected by the delocalization of electrons along an electronically conjugated chain.  

Conjugated oligomeric chains, such as polythiophene, polyacetylene, poly(p-phenylene), 

poly(p-phenylene vinylene), poly(p-phenylene) and polypyrrole, form rigid, rod-like structures. π-

conjugated polymers have attracted considerable attention for photonic and electronic applications, 

such as organic light-emitting diodes, photovoltaics, organic lasers and organic field-effect transistors, 

as well as other organic devices.141, 142 Compounds with poly(p-phenylene) chains are promising for the 

field of material science to serve as electrically-conductive materials and even for electroluminescence. 

In this chapter, vibrational energy transport was studied in compounds featuring oligo(p-

phenylene) chains of various lengths, forming a molecular wire, terminated with carboxylic acid and 

nitro end groups (Fig. 3.1a), and dissolved in DMSO. Dual-frequency relaxation-assisted two-

dimensional infrared (RA 2DIR) spectroscopy measurements, quantum DFT calculations and 

modeling were used to investigate the energy transport.  
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Figure 3.1. (a) Structure of compounds P1 – P3 featuring oligo(p-phenylene) backbones. Vibrational 

modes at the end groups, C=O (red) and NO2 (blue, asymmetric stretch), served as tags and reporters 
in the RA 2DIR study. (b) Solvent subtracted linear absorbance spectra of P1 – P3 in DMSO, 

normalized at C=O.
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Intramolecular vibrational energy transport via poly(p-phenylene) chain is studied using 

relaxation-assisted two-dimensional infrared spectroscopy.  Compounds were prepared, featuring 

poly(p-phenylene) chain of different lengths, (Ph)n with n = 1, 2, and 3, functionalized with COOH 

and NO2 end-groups, denoted as P1 – P3. The transport was initiated by exciting either the C=O 

stretching mode, νC=O, or antisymmetric NO2 stretching mode, νNO2, with a short m-IR pulse and 

observing the energy arrival to the opposite end of the chain. 

 

3.2. Experimental Details 

3.2.1. Experimental Method 

A detailed accounting of the fully-automated 2DIR spectrometer is presented in Chapter 2.8. of this 

dissertation. 

3.2.2. Sample Preparation 

The polyphenylene compound 4-Nitrobenzoic Acid denoted as P1 was purchased from Tokyo 

Chemical Industry (N0156) and 4’-Nitro[1,1’-biphenyl]-4-carboxylic acid denoted as P2 was purchased 

from Matrix Scientific (044317). The polyphenylene compound denoted as P3 was synthesized  by 

Yuchen Du and Dr. Robert Pascal Jr. at Tulane University. The solvent-subtracted linear absorption 

spectra of all compounds used in this study are shown in Figure 3.1b. For the spectroscopic 

measurements, compounds P1, P2 and P3 were dissolved in DMSO at concentrations of 30 mM. The 

measurements were performed in a 100 μm thick sample cell with 1 mm thick CaF2 windows at room 

temperature (22.5 °C). The linear absorption spectra of the samples were measured with the Nexus 

870 (Thermo Nicolet) FTIR spectrometer.  

3.2.3. DFT Calculations 

Geometry optimization, normal-mode analysis, and third-order anharmonicity calculations 

were performed using the Gaussian 09 suite using the B3LYP functional and 6-311G(d,p) basis sets. 

The calculated through bond distance was taken from the carbon atom of the carboxylic acid (COOH) 

to the nitrogen atom of the nitro group (NO2). Theoretical methodology established by Burin and co-

workers74, 143 was employed to calculate the vibrational relaxation pathways of the end-group states. 

This approach utilizes anharmonic force constants, which are computed through Density Functional 
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Theory (DFT), to determine third-order relaxation pathways. The low frequency modes of the 

molecule act as a bath in this method 

3.3 Results 

3.3.1 Energy Transport Initiated by νC=O 
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Figure 3.2. (a) 2DIR magnitude spectrum of P1 at T = 2.2 ps, showing C=O / NO2. The integration 

window used for analysis is shown. (b) Waiting-time dependences of the C=O/NO2 cross-peak 
amplitude for P1 (black line), P2 (blue line), and P3 (green line) and their fits with an asymmetric 
double sigmoidal function (red lines). 

The energy transport initiated by the νC=O tag excitation was recorded by the νNO2 reporter for 

each (Ph)n length. Figure 3.2a shows the 2DIR magnitude spectrum of P1 νC=O / νNO2cross peak, 

measured at the waiting time of 3.4 ps. An example of the one-dimensional waiting time kinetics, 

constructed by integrating over the cross-peak area (Fig. 3.2a, red box) as a function of the waiting 

time, is shown in Figure 3.2b for the νC=O / νNO2 cross peak. The waiting time at which the cross-peak 

amplitude reaches its maximum, denoted as Tmax, corresponds to the arrival of the maximum amount 

of excess energy from the tag to the reporter site. The Tmax values were evaluated from a fit of the 

waiting time kinetics with an asymmetric double sigmoidal function (Fig. 3.2b, red lines). The Tmax 

increases with chain length (Fig. 3.2b). After the maximum occurs, each trace decays due to dissipation 

of the excess energy into the solvent. Each experiment was repeated at least five times for each 

compound and the average Tmax values were plotted as a function of the tag-reporter distance (Fig. 

3.4, blue circles). The dependence can be fit well with a linear function where the inverse slope of 10.2 

± 0.8 Å/ps reports on the transport speed for the transport initiated by νC=O. 

 

a 
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3.3.2 Energy Transport Initiated by νNO2 
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Figure 3.3. (a) 2DIR magnitude spectrum of P1 at T = 2.5 ps, featuring NO2/C=O and several other 

cross peaks. (b) Waiting-time dependences of the NO2/C=O cross-peak amplitude for P1 (black line), 
P2 (blue line), and P3 (green line) and their fits with an asymmetric double sigmoidal function (red 
lines). 
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Figure 3.4. Tmax (circles) and T0.8 (squares) values plotted as a function of tag-reporter distance for the 

P1-P3 compounds for the transports initiated by C=O (blue symbols) and NO2 (green symbols). The 
linear fits and the transport speeds obtained from the fit are shown with the matching colors.  
 

While the ballistic transport regime induced by excitation of νC=O of the carboxylic acid end 

group was studied recently in alkane and PEG chains,82, 83, 85, 140 the transport initiation by exciting the 

fundamental νNO2 mode of NO2 has not been tested. The energy transport was initiated by exciting 

a 
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the νNO2 tag and recording the energy arrival to the carboxylic acid end group with the νC=O reporter. 

Figure 3.3a shows the 2DIR spectrum of the P1 νNO2/νC=O cross peak, measured at the waiting time 

of 2.5 ps. Several other cross and diagonal peaks are seen in the graph, involving νNO2, νC=C and νC=O 

modes. The one-dimensional waiting-time kinetics, constructed by integrating over the νNO2/νC=O cross 

peak area (Fig. 3.3a, red box), are shown in Figure 3.3b as a function of the waiting time. The average 

Tmax values are plotted as a function of the tag-reporter distance (Figure 3.4, green circles). A fit with 

a linear function results in the energy transport speed of 3.4 ± 0.3 Å/ps. Interestingly, the transport 

speed for νNO2 initiation is significantly slower compared to that for the νC=O initiation.  

The linear fit functions in Figure 3.4, extrapolated to the bridge length without phenyl rings 

(imaginary P0 compound), resulted in the transport times of 1.44 and 0.73 ps for the C=O and NO2 

initiation, respectively. These times are comparable to the lifetimes of C=O and NO2, measured at 0.84 

± 0.05 ps and 1.4 ± 0.1 ps, respectively. Note that within the error bars, the lifetimes were found to 

be independent of the chain length.  

 

3.4. Discussion 

3.4.1. Chain Band Analysis 

 As previously stated, the energy transport speeds in the P1-P3 compounds differ greatly when 

the transport is initiated by C=O (10.2  0.8 Å/ps) and NO2 (3.4  0.4 Å/ps). The difference in speed 

suggests that different chain bands are involved in the transport in each case. Chain bands refer to a 

series of absorption bands that arise due to the vibrational modes present in the molecule. To identify 

the chain bands involved in the transport, we characterized the chain states and performed theoretical 

analysis of the vibrational relaxation channels for both tags. Chain states were characterized according 

to the individual band motion of the phenyl group. 
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Figure 3.5. DFT-computed state energies of A-(Ph)5-B for (a,b) in-plane and (c) out-of-plane optical 
bands lower than 2000 cm-1 (see atomic displacements in Fig. 3.8). The conformation with the θ angle 
between neighboring phenyl rings in the chain alternating as +38°, -38°, +38°, -38° was used. Fits to 

Eq. 3.1 are shown with solid lines; the 0 values are shown with squares in the left margin; the resulting 

,  and 0 values are given in Table 3.1. (d) DFT-computed structure of A-(Ph)5-B used in chain 
band computations. 
 

 To identify which chain states are populated upon relaxation of the end groups, the dispersion 

relations (chain bands) of poly(p-phenylene) oligomers are needed. Such dispersion relations were 

reported previously targeting crystalline (Ph)n samples.144 It was determined that in solid polymeric 

samples the torsion angle between the neighboring phenyl groups, q, approaches zero, enforced by 

the crystal packing. Therefore, the reported dispersion relations were computed for q = 0.144 However, 

in solution, the torsion angle is far from zero,144 with the DFT computed angle in this study of ca. 38o. 

As the dispersion relations are expected to be affected significantly by the torsion angle, we have 

constructed the dispersion relations directly from the DFT harmonic calculations for the A-(Ph)5-B 

compound (Figure 3.5d), where atoms A and B were hydrogen atoms, with arbitrarily assigned masses 

of 1000 and 2000 amu, respectively. Such chain termination helps to avoid mixing of the CH bending 

modes with the high-frequency chain states, bringing the CH stretching frequencies below 400 cm-1. 

Chain modes showing the same motion type were grouped into bands. A wavevector for each chain 

state was identified by the number of the nodes for the delocalized chain-state wavefunction. The 
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wavevector for mode i was computed as 𝑞𝑖 =
𝜋

(𝑛+1)𝑎
(𝑁𝑖 + 1) , where n is the number of phenyl 

groups in the chain, a is the unit-cell length, computed at 4.32 Å, and Ni is the number of nodes. The 

computed chain bands are shown in Figure 3.5, separated into in-plane (a,b) and out-of-plane (c) 

motions. The comparison of the chain bands, computed in this study for q ~ 38o, with the bands 

reported previously for q = 0 using the molecular mechanics approach 144 showed significant 

differences in band widths and band frequencies. It is also important for this study to have the end-

group mode frequencies computed at the same level of theory as the chain states to know more 

precisely their mutual location.  

All optical bands above 400 cm-1, except those associated with CH stretching motion (~3000 

cm-1), are presented, and labeled in Figures 3.5a-c. All the bands can be well approximated by the 

dispersion equation for a linear chain model involving nearest neighbor (β) and next-nearest neighbor 

(γ) interactions:145 

 𝜔(𝑞) = 𝜔0 + 2𝛽 cos(𝑞𝑎) + 2𝛾 cos(2𝑞𝑎)             (3.1) 

 Here 0 is the site frequency of a monomer. Lines in Figures 3.5 show the results of the fit to 

Equation. 3.1 for each band; the extracted parameters,  and , are shown in Tables 3.1. The mode 

splitting in the P2 dimer is indicated for each band in the captions as . Note that for a linear chain 

of states the splitting in a dimer equals twice the interaction energy of the two neighboring states,  = 

2. The group velocity supported by a band is given by:  

 𝑉gr(𝑞) =
𝑑𝜔(𝑞)

𝑑𝑞
= −2𝛽𝑎 sin(𝑞𝑎) − 4𝛾𝑎 sin(2𝑞𝑎).           (3.2) 

 The transport speed changes with the wavevector. Under conditions of β >> γ, the maximum 

speed supported by the band of 𝑉gr
max(𝛾 = 0) = −2𝛽𝑎, occurs at q= π/(2a) (Table 3.2, last column).  

To achieve the speed of ca. 10 Å/ps, the coupling β should exceed ca. 6 cm-1 or ∆ > 12 cm-1.  There 

are several broad in-plane bands for (Ph)n, such as K, J, I, and G, all featuring ∆ ~ 22 cm-1 and also a 

very broad band B with ∆ = 74 cm-1.  In addition, there are also three broad lower frequency bands 

corresponding to the out-of-plane motion: P, O, and N (Fig. 3.5c). Each of these bands can support 

a ballistic transport speed of 10.2 Å/ps, observed for the νC=O initiation. The maximum velocity 

supported by a band was calculated by solving Equation. 3.2 for extremum (𝑑𝑉gr(𝑞) 𝑑𝑞⁄ = 0). 
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Table 3.1. Values of 𝛽 and 𝛾 obtained from a fit of the DFT-computed energy states using 
Equation. 3.1. 

Optical Band , cm-1 , cm-1 

A -5.9 0.02 

B 41.5 -9.9 

C -1.2  0.4 

D -9.4  2.8 

E -4.11 0.20 

F 5.9 1.8 

G -10.8 0.78 

H 4.5 -1.1 

I -10.2 3.3 

J -11.8 -1.9 

K 12.4 -2.8 

L -6.0 -0.61 

M -3.3 0.4 

N -22.6 -2.2 

O -9.1 3.2 

P -16.1 -0.32 

Q 1.6 -0.4 

R -3.7 0.6 

S -1.3 0.2 

T 1.7 0.3 

 

3.4.2. Tag Relaxation Channels 

 For computing intramolecular vibrational energy redistribution (IVR) pathway rates we used 

a theoretical approach developed by Burin et al.79, 143 The method uses anharmonic coupling constants 

of an isolated molecule computed with DFT methods, while the low-frequency modes of the molecule 

serve as a bath. Each IVR step involves 3rd-order transition between the tag and a combination band 

of other two modes (or overtone), ωtag → ω1 + ω2 (ωtag → 2ω1), where ω1,2 is the frequencies of the 

νC=O relaxation daughter modes. Figure 3.6 shows dominant relaxation channels of (a) νC=O and (b) 

νNO2 tags represented as a total rate populating indicated states in P4. If a particular relaxation daughter 

state appears in multiple IVR pathways, the shown rate is the sum of all rates populating this state. 

Numerous pathways, populating a wide range of daughter modes were found for both tags (Fig. 3.6). 

Note that similar rate distributions among the bands were found for tag relaxation in P1-P3. In 

addition, a rate contribution was calculated for each chain band by summing the rates populating all 

the states of the band and dividing by the overall relaxation rate of the tag, expressed in percent. These 
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values provide a measure of participation of each band in the tag relaxation. The bands with an overall 

relaxation rate contribution exceeding ca. 2% are shown in Table 3.2.  

For the C=O tag, we found that the states of bands K, J, F, B, A and P (Fig. 3.7) are involved 

strongly in the relaxation, featuring 19.3, 11, 10.7, 18.2, 12.1 and 14.8% rate contributions, respectively 

(Table 3.2). Two speed groups of bands can be identified: one group includes a single band B, featuring 

an exceptionally high speed of 86 Å/ps. Another group includes all other bands shown in Table 3.2 

for C=O initiation, where the speed changes from 9.6 to 26 Å/ps with the rate-contribution-averaged 

speed of 19 Å/ps.  
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Figure 3.6.  Rates of dominant relaxation channels into optical chain states for the (a) C=O and (b) 

NO2 tags computed for P4.  
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Table 3.2. Dominant relaxation pathways calculated for the νC=O and νNO2 tags in P4. The rates into 
all four states of a single band are summed and divided by the overall relaxation rate (shown as 
footnotes) for the rate percent. Maximum speeds in Å/ps supported by these bands are shown, 
involving only the nearest-neighbor interaction (γ=0) and both nearest-neighbor and next-nearest-
neighbor interactions 

Tag 
Relaxation 
daughters 

0, 
cm-1 

, cm-1 , cm-1 
Maximum 

speed, Å/ps 
Rate contri-
bution, % 

 
 
 

C=O
& 

K 1594 12.4 -2.8 25.2 19.3 

J 1546 -11.8 -1.9 22.0 11.0 

G 1299 -10.8 0.78 18.2 1.9 

F 1211 5.9 1.8 13.2 10.7 

D 1051 -9.4 2.8 19.9 4.7 

B 750 41.5 -9.9 86.0 18.2 

A 651 -5.9 0.02 9.6 12.1 

P 853 -16.1 -0.32 26.1 14.8 

End-gr. modes     33 

 
 
 
 

NO2
# 

T 1307 1.7 0.3 3.2 5.7 

D 1051 -9.4 2.8 19.9 15.3 

C 1022 -1.2 0.4 3.0 2.5 

R 975 -3.7 0.6 6.9 6.4 

Q 862 1.6 -0.4 3.4 3.4 

O 754 -9.1 3.2 21.6 3.3 

N 554 -22.6 -2.2 39.0 20.0 

End-gr. modes     57 

The overall computed rates are & 0.24 ps-1 and # 1.2 ps-1.  
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Figure 3.7. DFT-computed normal-mode displacements for q = 0 optical (a) in –plane and (b) out-

of-plane bands of poly(p-phenylene). Modes that contribute the most to the C=O initiated transport 
are circled in yellow. 
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3.4.3. Torsion Angle 

 All dispersion curves are expected to describe well the chains with a high extent of regularity 

and low inhomogeneity. Molecules dissolved in a solvent experience inhomogeneity associated with 

the thermal motion of the chain and inhomogeneity due to interaction with the solvent. The 

contribution involving conformational inhomogeneity of the chain for (Ph)n chains is mostly 

associated with variations of the torsion angle between the neighboring phenyl rings. Both 

inhomogeneity contributions are expected to change the site energies for vibrational states of each 

phenyl perturbing the band structure. The extent to which the inhomogeneity can disturb the band 

structure depends on the width of the inhomogeneous distribution of site energies compared to the 

chain band width. The chain inhomogeneity can more readily disturb narrow bands featuring weak 

interaction and low transport speed, causing state localization and inability to form a wavepacket over 

the whole chain length using such bands. The bands featuring stronger site interactions are much less 

sensitive to the inhomogeneity of the chains, as long as the chain width is much smaller than the site 

energy variations.  
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Figure 3.8. (a-e) DFT calculated normal-mode frequencies for selected modes of (Ph)2 as a function 
of a torsion angle. (f) Energy of the molecule relative to that at equilibrium as a function of the torsion 
angle.  
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 DFT calculations with normal mode analysis were performed for (Ph)2 with different fixed 

torsion angles. The torsion angle represents the softest degree of freedom in (Ph)n, allowing ca. ±18° 

angle variations from the equilibrium angle, while the energy stays within the 𝑘𝐵𝑇 level (red line in 

Fig. 3.8f). The normal-mode frequencies of selected modes of (Ph)2 are shown in Figure 3.8a-e as a 

function of the torsion angle.  

 While different chain modes show different sensitivity to the torsion angle, a typical frequency 

variation extent is ca. 4 cm-1 within the kBT energy window, which is much smaller than the width of 

the broad bands involved in the fast energy transport (Fig. 3.8 b-e)  Narrow chain bands, such as mode 

L (Fig. 3.5b), are affected significantly by the conformational inhomogeneity, which will result in their 

inability to support ballistic transport. To identify which of these bands contribute to the energy 

transport, we studied relaxation pathways for both vibrational tags.
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3.4.4. Modeling of the Transport Initiated with νC=O 

To illustrate that two wavepackets, 

featuring different speeds, can reproduce the 

waiting time dependences and the two 

experimental speeds obtained from Tmax and T0.8, 

we performed a modeling in which each 

wavepacket resulted in a fixed shape of the waiting 

time dependence, while the speed was 

incorporated as a shift of the waiting-time 

dependences for longer chains by a constant time 

increment along the waiting time. By introducing 

two wavepackets with the speeds of 14 and 83 

Å/ps (red symbols and lines in Fig. 3.9a), 

motivated by the speed analysis (Table 3.1), the 

shapes of the waiting time dependences were 

reproduced reasonably well (Fig. 3.9b, red lines), 

while the two experimental speed values were 

reproduced precisely (Fig. 3.9b, green symbols). 

Note that the only free parameters in the 

modeling were the relative decay factors with the 

chain length for the two wavepacket amplitudes 

and the waiting-time shapes for the individual 

wavepackets. A reasonably good fit can be 

obtained for a range of speeds of the individual 

wavepackets: Vslow of 12 - 20 Å/ps and Vfast = 70 

- 85 Å/ps. The modeling confirmed that the rising 

front of the waiting time trace is largely dependent 

on the speed of the fast wavepacket, while Tmax is 

affected mostly by the slower wavepackets. 

For the νC=O/νNO2 cross-peak, the rising 

portion of the traces corresponds to about 30- 
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Figure 3.9.  (a) Experimental (blue symbols) 
and modeled with two participating 
wavepackets (green symbols) Tmax and T0.8 
values plotted as a function of tag-reporter 
distance in the P1-P3 compounds for the 
transport initiated by νC=O.  Tmax values for the 
individual wavepackets (WP), fast and slow, 
are shown with red symbols; their transport 
speeds are shown as inset.  (b) Waiting-time 
dependences of the νC=O / νNO2 experimental 
cross-peak amplitude for P1 (blue), P2 
(green), and P3 (gray). The modeled waiting-
time traces, obtained by the summation of 
the fast and slow wavepackets, are shown 
with red lines.  
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40% of the overall trace intensity, suggesting that energy is arriving at the reporter site quickly during 

the experiments via a chain band which supports very fast speeds. In contrast, the νNO2-initiated traces 

show a rising portion encompassing more than an 80% of the cross-peak intensity which implies a 

reduced contribution from fast wavepackets to the overall energy transport, supporting the findings 

that νNO2-initiated energy transport lacks a very high-speed chain band. As is apparent from Figure 

3.2a, the shape of the waiting time trace for νC=O initiation depends on the chain length, supporting 

the expectation that several wavepackets contribute to the transport with the speeds ranging from 9.6 

to 86 Å/ps (Table 3.2). The faster moving wavepackets affect mostly the rising portion of the waiting-

time dependence, while the Tmax value is mostly determined by the slower moving wavepackets.  

To inspect the transport via faster moving wavepackets, a T0.8 value was evaluated for each 

waiting-time dependence as the time at which the curve rises to the 0.8 fraction level of its maximum. 

The T0.8 values are plotted as a function of the chain length in Figure 3.9a (blue stars). An extremely 

high speed, determined from T0.8 values, was found for the νC=O initiation, amounting at 69 ± 5 Å/ps, 

indicating strong contribution of the fast wavepackets. 

 

3.4.5. Nature of the Coupling in Selected Chain Bands 

Inspection of the normal modes of the chain states revealed that the modes dominated by the 

ring CC stretching motion, feature similar, moderately high b values. On the contrary, the bands 

dominated by the CH bending, especially in-plane bending (D, E, F, H), feature rather small β and 

narrow bands, including D, E, F, H, L, T and Q bands. Significant coupling between the Ph sites 

comes predominantly from the CC network of the chain, involving either in-plane CC ring stretching 

or in-plane or out-of-plane ring deformation (bending) motions.  

 

Figure 3.10. Structures used for calculating the coupling of nearest neighbor C=C stretching local 
modes . Carbon atoms assigned with normal atomic masses are highlighted in cyan.  
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For example, the coupling for bands K, J, I and G is facilitated by the nearest C=C groups on 

the neighboring rings, HCa=Ca-Cb=CbH in Pha-Phb of (Ph)2, which was computed at 10.8 cm-1 

(gauche) and 11.6 cm-1 (antiperiplanar) conformations (Fig. 3.10). As a result, bands K, J, I, and G, 

feature similar |β| values of 10.2-12.4 cm-1 (Table 3.1). Note that the chain structures with alternating 

torsion angles (+35, –35o) were used for the band calculations as the Bloch theorem of solid-state 

physics requires chain periodicity.146 A more randomized distribution of torsion angle signs, which 

occurs in real samples is not expected to affect the nearest-neighbor interaction strength because of 

the local nature of the coupling.  

3.4.6. Transport Initiated by νNO2 

Both speeds, Tmax and T0.8 based, for NO2 

initiation are similar and much smaller than those for 

C=O initiation. Such small speed can be supported by 

rather narrow bands with  of 2-3 cm-1. Analysis of 

the IVR relaxation pathways for NO2 (Fig. 3.7b) 

identified many chain bands receiving energy and two 

groups can be formed based on the speed they 

support. The fast group contains in-plane band D 

(15.3% contribution and 19.9 Å/ps speed) and out-

of-plane bands N (20.0%, 39 Å/ps) and O (3.3%, 

21.6 Å/ps) (Fig. 3.7(b), Table 3.2), each supporting 

the speed that is much higher than observed. The 

slow group includes bands T (5.7%, 3.2 Å/ps), C 

(2.5%, 3.0 Å/ps), R (6.4%, 6.9 Å/ps) and Q (3.4%, 3.4 Å/ps). The rate-averaged transport speed for 

the bands of this group is 4.5 Å/ps, which is similar to the experimental speeds V(Tmax) = 3.4  0.6 

Å/ps and V(T0.8) = 5.3  0.6 Å/ps.  

It is surprising that although the overall contribution, of the fast group is about two-fold larger 

than that of the slow group, mostly the slow group transport is observed in the experiment. Several 

factors may contribute to this observation, including dominant role of the nNO2 relaxation pathways 

into local NO2 modes,147 longer lifetime of νNO2 (Fig. 3.11), and possibly faster dephasing of out-of-

plane chain band N.148 The observed speed of ca. 3.4 Å/ps is close to that expected for directed 
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Figure 3.11. Waiting-time traces for P1 of 

the diagonal C=O amplitude (blue) and 

diagonal NO2 amplitude (green) and for P2 

of the diagonal C=O amplitude (purple) 

and diagonal NO2 amplitude (cyan). All 
four peaks were fit with a triple 
exponential function (red lines).  
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diffusion regime149 in p-phenylene chains; it is larger than previously reported values of 1.3-1.5 Å/ps76, 

150 for compounds lacking primary structure periodicity due to a larger unit cell size. Further discussion 

on energy transport efficiency is discussed in Section 3.4.8. 

 

3.4.7. Cross-peak Amplitude Decay with Distance 

For each tag used, the cross-peak amplitude decreases with the chain length increase. To 

eliminate the dependence on the sample concentration, the raw νNO2/νC=O cross peak amplitude was 

normalized by the volume of the nNO2 diagonal peak (integral over the diagonal peak). As the ratio of 

the extinction coefficients for νC=O and νNO2 modes (εCO, εNO2) changes as a function of chain length, 

an additional correction factor of εCO /εNO2 was applied to the cross-peak amplitudes (Fig. 3.2a, 3.3a). 

A fit with an exponential function, exp(-R/R0), resulted with the distance decay parameter, R0, of 9.5 

± 1 Å. The characteristic distance is smaller than that for alkane and PEG chains (~15 Å),151, 152 which 

supports the assignment that the transport initiated by νNO2 has a large contribution from directed 

diffusion mechanism.  

The C=O/NO2 cross peak spectra did not show strong diagonal peaks, making it difficult to 

compensate for different experimental conditions. Note however, that for each chain length, the 

amplitude of the C=O/NO2 cross-peak is significantly larger than that of the NO2/C=O cross peak, see 

color bar values in Figure 3.2. and 3.3.  This result agrees with a much more efficient transport 

initiation found with C=O where a large number of fast chain bands are excited upon C=O relaxation.  
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Table 3.3. Band parameters, 0,  and , maximum speed supported, Vmax, band rate contribution, rinj, to 

the NO2 tag relaxation, and percent of tag energy injected into each band, inj, in P4.  

Tag 
Relaxation 

daughters 
0, 

cm-1 

, cm-

1 

, cm-

1 

Vmax, 

Å/ps 

rinj, 

%a 
inj, 

% 

 

 

 

 

NO2 

T 1307 1.7 0.3 3.2 5.7 4.5 

D 1051 -9.4 2.8 19.9 15.3 9.8 

C 1022 -1.2 0.4 3.0 2.5 1.6 

R 975 -3.7 0.6 6.9 6.4 3.8 

Q 862 1.6 -0.4 3.4 3.4 1.8 

O 754 -9.1 3.2 21.6 3.3 1.5 

N 554 -22.6 -2.2 39.0 20.0 6.7 

End-gr. modes     57 67 

a rate cut-off was at 2%. 

 

 

3.4.8. Harmonic Mixing of End-group and Chain-states 

The coupling of νC=O with the B-states was evaluated 

from the mixing amplitudes in the two coupled states 

resulted from the νC=O and B-state interaction in compound 

P1, featuring only one B state (Fig, 3.12). Using the coupled 

state frequencies, ε1,2 and mixing contributions of the site 

νC=O and B states, C1, C2, (C1/C2 = 0.67) in the coupled states 

and assuming binary interaction, the interaction energy, β, 

was evaluated using equations 3.3 and 3.4, resulting in β = 

60 cm-1. The coupling of the K-band states and νC=O was 

evaluated similarly resulting in β~ 20 cm-1 .  

𝜀1,2 =
𝐸2+𝐸1

2
±

𝐸2−𝐸1

2
√1 +

4𝛽2

(𝐸1+𝐸1)2    (3.3) 

|
𝐶1

𝐶2
| =

𝛽

𝐸1−𝜀1
         (3.4) 
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Figure 3.12. DFT-computed third-

order reduced force constants, Vijk, 
as a function of the B-state 

frequency. Indices i and j denote the 

C=O mode and each of K states, 

respectively. Index k is selected for 
the pathway with the highest rate of 

C=O relaxation populating the 
respective K mode. 
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3.4.9. Energy Injection Efficiency 

It is interesting to compare the transport in (Ph)n chains with that via alkane chains, found to 

be promising heat conductors when stretched.153 Transport via optical bands in alkane chains was 

found to occur ballistically with the Tmax-based speeds of 8.0 and 14.4 Å/ps when initiated by νC=O of 

the carboxylic acid and an azido end-group antisymmetric stretch, respectively (the T0.8- based speeds 

were only marginally larger).85 Alkane chains have a very broad CH2 rocking band centered at ∼900 

cm−1 , featuring β of ∼100 cm−1 and supporting group velocity of ∼65 Å/ps.85 However, such high 

speed has not been observed for alkane chains.  

Here, it is shown that electronic 

conjugation and the unit cell size are the main 

differences for alkane and p-phenylene chains 

that define the energy injection and transport 

outcomes. Relaxation of an end-group 

localized tag mode occurs predominantly to 

local end-group modes, such that the spatial 

overlap between the parent and daughter 

modes ensures stronger anharmonic force 

constants, resulting in high relaxation 

efficiency. The locality of the relaxation can be 

seen in a weak dependence of the tag lifetime 

on the type of the moieties it is attached to.154 

If the relaxation is local to the end group, how 

can it populate multiple chain states of a band 

simultaneously to generate a wavepacket?  

It was determined that the localization of the end-group states has to be broken to excite a 

coherent wavepacket, similar to that for acoustic phonons.155 Delocalization of the end-group and 

chain states is achieved if the two states are in resonance. The delocalization (mixing) extent depends 

on the relation between the energy gap and the coupling of the two site states. With smaller coupling, 

a more precise resonance is required for the state mixing, as illustrated in Fig. 3.12, where two-state 

delocalization is found in panels (d) and (b), but not (a). A complete delocalization involving 50-50 

  
Fig. 3.13.  Influence of the end-group-state 
location with respect to the chain band (a-c vs. d-
f) and their coupling strength (green oval) on the 
end-group state delocalization. 
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wavefunction mixing is achieved if the coupling is much larger than the gap as shown in Figs. 3.13c 

and 3.13f with shared red color among the end group and chain states. Interaction of the neighboring 

monomers, 𝛽𝑐ℎ (neglecting γ for clarity), defines the width of the band (Fig. 3.13). Depending on the 

value of 𝛽𝑒.𝑔.. compared to 𝛽𝑐ℎ, no [Fig. 3.13, panel (a)], one [(d) and (b)], several (e), or all [(c) and 

(f)] chain states of the band are strongly mixed with the end-group state. 

π electrons facilitate stronger interaction among the vibrational modes of the end group and 

the chain. When an end-group with unsaturated bonds is attached to a conjugated moiety, π electrons 

of the two entities interact. This interaction does not lead to their strong conjugation in Pn compounds 

but is significant and strongly affects the vibrational coupling across the end-group connection. The 

conjugation is apparent from shortening the C−COOH bond length by ∼0.03 Å in Pn, compared to 

−COOH attached to saturated hydrocarbons.76 The enhanced vibrational interaction, 𝛽𝑒.𝑔., results in 

a stronger mixing of the end-group states with the chains states (Fig. 3.13) and hence efficient tag 

relaxation into the chain states. We found a very strong coupling between an in-plane OCO bending 

mode (𝛿𝑂𝐶𝑂,𝑖.𝑝.) of the carboxylic acid end group, centered at ∼650 cm−1 , and B-band states, featuring 

𝛽𝑒.𝑔. ∼ 60–70 cm−1 , which is larger than 𝛽𝑐ℎ of 41.5 cm−1. This coupling results in nearly complete 

mixing of the B states and the in-plane OCO bending local mode [Figs 3.13c and 3.13f]. States of 

several other bands are found to be mixed harmonically to the end-group states, but a much smaller 

degree. For example, the K-band states are coupled to the C=O stretching mode with ∼20 cm−1. 

Because of a larger energy gap of ∼200 cm−1, such strong coupling leads only to a weak local-state 

mixing, which nevertheless affects the IVR pathways significantly (Fig. 3.12). The resonances on a 

molecular level work analogously to mechanical resonances. When a platoon marching on a bridge 

gets into a resonance with the bridge’s vibrational mode, energy is efficiently transferred to the bridge, 

resulting in high-amplitude oscillations and potentially its destruction. Without the resonance, no 

matter how hard the soldiers stomp on the bridge, the released energy is dissipated in the form of 

heat. On a molecular level, the resonance makes the end-group state a part of the chain states so that 

the end-group excitation excites a linear combination of the chain states, a wavepacket, instead of 

dispersing energy locally as heat. 

Facilitated by a high density of chain states for (Ph)n. When interactions among the end group 

and chain states are significantly smaller than among chain states, only a single chain state can be 

excited, requiring also a more precise frequency match. It was determined that π-electron interaction 
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(conjugation) greatly enhances the vibrational coupling between end-group and chain states. Under 

the condition 𝛽𝑒.𝑔. ≥ 𝛽𝑐ℎ., all states of the band have a chance to be excited with similar probabilities. 

This criterion is applicable even if the energy gap between the end group and chain states is 

significantly larger than 𝛽𝑒.𝑔., as for band K and νC=O.  

Thus, the advantage of p-phenylene vs alkane chains is in the presence of electronic 

conjugation, which facilitates the end-group–chain state coupling for multiple chain states. The higher 

density of chain states further enhances the state mixing. Interestingly, both end groups, −COOH and 

−NO2, feature some extent of π-conjugation to the (Ph)n chain; nevertheless, they behave very 

differently for initiating wavepackets in the chain. The difference is in the number and location of 

their end-group states, resulting in relaxation into different chain bands and end-group modes; the 

latter pathways are dominant for νNO2 initiation. 

 

3.4.10. Energy Transport Efficiency 

To quantify the rate of energy dissipation in the 

chain, we examined how the cross-peak amplitude 

depends on the chain length for the case of νNO2 

initiation (Fig. 3.14). A characteristic decay distance for 

the νNO2/νC=O cross peak was found at R0 = 9.5 ± 1 Å. 

A resulting characteristic time for energy losses in the 

chain, τd = R0/V, exceeds 2 ps, providing an estimate 

of the dephasing times in the p-phenylene chains, a 

value similar to those reported for alkane and PEG 

chains.57, 83 Using this dephasing time, the efficiency of 

the energy transport can be evaluated as 𝜂𝑡𝑟 =

𝑒
−

𝑇𝑡𝑟
𝜏𝑑 = 𝑒

−
𝑅

𝑉𝜏𝑑 , where the transport time, 𝑇𝑡𝑟 =
𝑅

𝑉
, is 

defined by the transport speed, V. This estimation 

illustrates that the highest efficiency is achieved by the 

fastest chain bands where shorter travel. Normalized νNO2/νC=O cross-peak amplitude of as a function 

of the tag– reporter distance for compounds P1, P2, and P3. The fit with an exponential function (red 
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Figure 3.14. Normalized NO2/C=O 

cross-peak amplitude of as a function of 

the tag-reporter distance for P1, P2 and 

P3. The fit with an exponential function 

(red line) result in a decay factor, R0, of 

9.5 ± 1 Å. 
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line) results in a decay factor, R0, of 9.5 ± 1 Å. time leaves less opportunity for dephasing. Indeed, the 

transport time over three Ph units is rather short for fast chain bands, at 150 fs (band B) and 520 fs 

(band K), resulting in high transport efficiencies with ηtr(B, Ph3) = 93% and ηtr(K, Ph3) = 77%. The 

efficiency is significantly smaller for the bands featuring smaller transport speeds; it is only 12% for 

band T. The efficiencies for longer chains will become even more discriminatory among fast and slow 

bands with ηtr(B, Ph10) = 78% and ηtr(T, Ph10) = 0.12%. The overall efficiency of the energy delivery 

to the chain end is a product of the injection and transport efficiencies.  

A comparison of the two transport initiation cases revealed that the overall mean efficiency 

calculated for the (Ph)3 chain is significantly higher with νC=O initiation at 42.3% vs 15% for νNO2 

initiation. The ratio of the energy delivery efficiencies for νC=O vs νNO2 initiation increases drastically 

for longer chains, calculated at 3.2 and 25 for Ph10 and Ph100 chains, respectively. 
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3.4.11. Computations and Experiments with Polythiophenes 

 

Figure 3.15. Structures of poly(2,5 pyridine), polythiophene, polyfuran and polypyrrole 

Further studies of other conjugated molecular 

backbones would greatly improve the understanding of 

the effect conjugation has on vibrational energy 

transport. Polypyrrole, polythiophene, and polyfuran are 

among several examples of conjugated ring bridges. (Fig. 

3.15).  

One aromatic ring of great interest due to both 

its conductivity and optical properties is thiophene. 

Thiophenes present an advantage in terms of better 

solubility and access to longer chains. Polythiophene 

chains are also susceptible to changes in color and 

conductivity when exposed to different environmental 

stimuli such as solvent, temperature and applied 

potential. This makes polythiophenes attractive as 

potential sensors that could possibly provide a range of 

optical and electronic responses. 

Preliminary experimental and theoretical studies 

were conducted on thiophene compounds with COOH 

and NO2 end groups (Fig 3.16a). Polythiophene chain bands were computed for (Th)5 using DFT 

methods to identify chain bands supporting the highest transport speed. We determined that various 

bands at high frequencies are capable of supporting high speeds (Fig. 3.16b). The maximum speed a 

chain band could support was calculated to be ~90 Å/ps (Fig. 3.16b, cyan line). RA 2DIR 

measurements of 5-nitro-2-thiophene carboxylic acid showed the presence of strong coupling 

 

Figure 3.16. (a) 5-nitro-2-thiophene 

carboxylic acid (b) In-plane optical 

chain bands lower than 2000 cm-1 DFT-

computed for (Th)5 chain. 
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between the two end group modes, asNO2 and C=O, preventing the evaluation of the transport time 

(Fig. 3.17). 

 

Figure 3.17. 2DIR magnitude spectra of 5-nitro-2-thiophene carboxylic acid showing 1700 cm-1 
diagonal region at (a) 1.2 ps and (b) 3.6 ps. 

 

3.4.12. Novel Research Avenues 

The speed of 86 Å/ps = 8.6 km/s is several folds larger than the speed of sound in common 

polymeric materials (∼2 km/s). While some materials show even higher speeds of sound (e.g., the 

diamond at ∼12 km/s), the advantage of the present study is in finding a way of sending high-

frequency quanta of energy rapidly to significant distances and with high spatial precision. As opposed 

to thermal quanta,153, 156, 157 even an individual quantum of such energy is sufficient to accelerate some 

chemical reactions,158 which could now be performed remotely using m-IR radiation. In this case, 

reactions can be activated in reactants under low temperature conditions, where high-energy quanta 

are delivered precisely to the degrees of freedom of the reaction coordinate. Star-like dendrimeric 

structures with the target at the center can be envisioned to deliver several quanta of energy to the 

target location.  

One could also envision delivering energy to hard-to-reach places. For example, delivering 

energy to the middle of a lipid membrane, or across the membrane without increasing the temperature 

of the whole sample. The ability to send high-energy quanta across large distances could result in 

developing novel signaling strategies, resulting in new materials for heat management. The ballistic 

transport of high-energy quanta occurs regardless of the temperature gradient in the sample. Sending 

energy against thermal gradients in systems supporting electronic conjugation is an exciting prospect 

in developing devices involving both electron and energy transports. 
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The prospect in developing devices involving both electron and energy transports. Another 

avenue is to control the transport speed and efficiency by modifying the chain properties. As the 

extent of electronic conjugation is found to play a key role in the transport speed and efficiency, by 

altering the conjugation, the transport speed and efficiency can be modified. As both end groups, 

−NO2 and −COOH, are electron withdrawing through inductive and resonance mechanisms, the 

chain in Pn compounds is kept under undoped (electronically neutral) conditions with the intra-ring π-

delocalization dominating over the inter-ring delocalization resulting in a small contribution from the 

quinoidal resonance structure. By changing the electronic doping extent, a stronger conjugated chain 

with a larger contribution from quinoidal resonant structure results (Fig. 3.18), featuring increased 

Ph–Ph coupling and faster and more efficient energy transport. The doping can be administered in 

multiple ways: either stationary via applying a potential to surface immobilized chains or transiently 

via electron injection from electronically excited, covalently attached chromophores.159, 160 Our 

preliminary calculations show the widths of several bands increase significantly in electronically 

enriched chains.  

 

Figure 3.18. Quinoidal structure of polyphenylene.  

Another area of interest is the application of electrochemistry and polyphenylene derivatives 

by attaching it to a gold layer and observing its vibrational energy transport. Gold nanorods (AuNRs) 

show high potential in electrochemical sensing owing to their excellent conductivity, electrocatalytic 

activity, and sensitivity.161, 162 In a proposed electrochemical 

setup, AuNRs are chemically adsorbed to a polyphenylene 

derivative through the Au-S bond (Fig. 3.19). The polyphenylene 

would have COOH and NO2 end groups, allowing for m-IR 

excitation to study the vibrational energy transport. A potential 

would be applied to the electrochemical setup, resulting in 

electronically enriched chains. The fabrication of such gold-

based electrochemical cells is discussed in Chapter 6. 
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Figure 3.19. A polyphenylene 

derivative, with COOH and 

NO2 end groups, attached to a 

single AuNR, by Au-S bond  

 



  

CHAPTER 4 

Tracking Energy Transfer across a 
Platinum Center 

 

This chapter presents the results of using RA 2DIR spectroscopy to investigate energy transfer across 

metal centers in platinum complexes. The complexes had a triazole-terminated alkyne ligand 

consisting of either two or six carbons, a perfluorophenyl ligand, and two tri(p-tolyl) phosphine 

ligands. The study involved a comprehensive analysis of various cross and diagonal peaks, with a 

particular focus on coherent oscillation, energy transfer, and cooling parameters. These observables, 

combined with density functional theory computations of vibrational frequencies and anharmonic 

force constants to identify the distinct functional groups present in the compounds. Additionally, the 

study included computation of vibrational relaxation pathways and mode couplings, revealing two 

regimes of intramolecular energy redistribution. The first regime involves efficient energy transfer 

between ligands through high-frequency modes, but only if the modes involved are delocalized over 

both ligands and the energy transport pathways between them are recognized. The second regime 

involves redistribution via low-frequency delocalized modes, which does not lead to inter-ligand 

energy transport. Overall, the findings of this study contribute to a better understanding of energy 

transfer mechanisms in metal complexes, highlighting the importance of vibrational modes in 

governing inter-ligand energy transport. These insights could inform the design of new metal 

complexes for applications such as catalysis, energy storage, and electronic devices. 

 

The work detailed in this chapter has been published in the following paper: Leong, T.X.; Collins, 

B.K.; Baksi, S.D.; Mackin, R.T.; Sribnyi, A.; Burin, A.L.; Gladysz, J.A. and Rubtsov, I.V. Tracking 

Energy Transfer across a Platinum Center. J. Phys. Chem. A. 2022, 126, 4915-4930. 
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4.1. Introduction 

For the past decade, compounds composed of long sp-hybridized carbon chains and 

transition-metal end groups have received substantial interest,163-172 leading to extensive research on 

the synthesis of transition metal clusters containing alkynes and its derivatives.173-175 These ligands offer 

versatility in coordination modes with the possibility of donating electrons serving as promising 

candidates for novel materials for molecular electronics.176-178 Additionally, recent studies have 

indicated that these compounds could be useful as pharmaceuticals,179 optical wires180 and electronic 

reservoirs.181  

Linear and rigid alkyne-based molecular wires feature strong covalent bonds with frequencies 

in the convenient region of ca. 2100 cm-1. As such they can serve as useful infrared (IR) reporters for 

studying structures via two-dimensional infrared (2DIR) spectroscopy.182 Recent studies of ballistic 

transport of vibrational energy via oligomeric chains84, 183, 184 revealed that electronic conjugation within 

the chain can lead to higher transport speeds and ballistic transport efficiency.185 Alkyne-based 

molecular wires have not yet been tested as energy transporters. Here we report on energy relaxation 

and transfer in two square planar Pt complexes featuring alkynyl triazole ligands with alkyne moieties 

of different length, C2 and C6, denoted as C2 and C6, respectively (Fig. 4.1). These contain F5Ph ligand 

opposite to Cn-Tri ligand and two cis tri(p-tolyl)phosphine ligands.  

Transition-metal complexes and organic compounds with polyyne moieties (ligands) are 

widely used as bridges in donor-bridge-acceptor (DBA) compounds, providing conjugation enhanced 

electronic coupling of the electron donor and acceptor.186 Because of their unique properties of 

supporting conjugation and convenient vibrational frequency, such vibrationally excited bridges are 

attractive candidates for modulating electron transfer rates in DBA compounds.187-189 Vibrational 

relaxation dynamics of excited alkyne bridges are important for the electron transfer studies but not 

well understood.  

Vibrational relaxation and thermalization in molecules occur via intramolecular vibrational 

energy redistribution (IVR) process, which has been studied using a variety of experimental methods.57, 

147, 190-192 Energy transfer and thermalization in covalent networks79, 143, 193-195 is better understood than 

the transfer across a metal center in a transition metal complex for which only a few studies were 

reported.196-199 The coordination bonds at the metal center are often weak resulting in very inefficient 

energy transfer across the metal. For example, the lifetime of CO stretching modes in some metal 

carbonyls reaches 1 ns.200-204 A similar situation is encountered when an organic compound is attached 
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to a metal or semiconductor surface. The surface binding energy is often small resulting in weak 

thermal conductivity through the interface.205-209 In contrast to surfaces, transition metal complexes 

feature high-frequency vibrational modes on each side of the metal atom, which can potentially 

participate in the exchange of high-frequency quanta across the metal center. Understanding the role 

of energy transport involving high-frequency modes across the metal center is the objective of this 

study.  

In this study, dual-frequency RA 2DIR spectroscopy70 is used to interrogate intramolecular 

energy redistribution and energy transport in the C2 and C6 compounds. In this technique, a pair of 

short m-IR laser pulses excite a vibrational tag at one end of the molecule, while the third m-IR pulse 

is used to trace the excess energy arrival to the other end by probing the reporter mode. The amplitude 

of the 2DIR cross peak between the tag and reporter changes with the waiting time, T, yielding energy 

transport kinetics.70  

As detailed below, multiple 2DIR cross peaks of C2 and C6 demonstrated coherent 

oscillations. Vibrational and vibronic coherences have long been observed in polyatomic molecules in 

the ground210, 211 and excited212-216 electronic states, respectively. In this study we used coherent 

oscillations to identify modes located at the same moiety, which appears useful when severe peak 

overlap occurs in the linear FTIR spectrum.  

The chapter is structured as follows: we start with assigning peaks in the FTIR absorption 

spectra of the two compounds using DFT-based normal mode analysis. Then the RA 2DIR data are 

discussed, reporting on the energy transport from and towards CC, as well as between different 

ligands. The experimental results highlighted include energy transfer times, cooling times, and 

frequencies of coherent oscillations observed for a range of various cross peaks. A computational 

section follows that clarifies the nature of energy transport pathways responsible for the observed RA 

2DIR data. Special attention is given to identifying the requirements for efficient energy transfer across 

the Pt center.  
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4.2. Experimental Details 

4.2.1. Experimental Method 

A detailed accounting of the fully-automated 2DIR spectrometer is presented in Chapter 2.8. of this 

dissertation. 

43.2.2. Sample Preparation 

 

Figure 4.1. Structures of C2 (n=1) and C6 (n=3). 

Compounds trans-(C6F5)(p-tol3P)2Pt(C≡C)nC=CHN(CH2C6H5)N=N with n = 1 and 3, 

referred to as C2 and C6, were synthesized at Texas A&M University by students of Dr. John Gladysz. 

For FTIR and 2DIR measurements, ca. 15 mM CDCl3 solutions were used. The measurements were 

performed in a sample cell made of 1 mm-thick CaF2 windows and a 100 μm Teflon spacer at room 

temperature, 22 ± 0.5 °C 

4.2.3. DFT Calculations and Vibrational Relaxation Modeling 

Geometry optimization, normal-mode analysis, and anharmonic force constant calculations 

were performed using the Gaussian 09 suite. A B3LYP functional and a 6-311G(d,p) basis set were 

used for all elements except platinum. LANL2DZ basis sets and effective core potential were used 

for platinum atoms. Vibrational relaxation pathways of the end-group states were computed using a 

theoretical approach developed by Burin and coworkers.74, 143 The method uses DFT-computed 

anharmonic force constants of an isolated molecule to compute third-order relaxation pathways while 

the low frequency modes of the molecule serve as a bath. 
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4.3 Results 

4.3.1. Linear FTIR Spectroscopy Measurements 
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Fig. 4.2. Solvent-subtracted infrared absorption spectra of compounds C2 and C6 in CDCl3. The 
spectrum of C6 was scaled by a factor of ca. 1.2 to match that of C2. 

Linear absorption spectra of compounds C2 and C6 are very similar in the fingerprint region 

(Fig. 4.2). Alkyne stretching peaks in C2 and C6 are different: there is a single peak at 2130 cm-1 for 

C2, while there are three peaks for C6, located at 2040, 2140, and ca. 2170 cm-1, originating from 

coupling of three CC local modes. The strongest peak for C6, found at 2140 cm-1, is due to in-phase 

motions of all three CC groups; unless stated otherwise, 2DIR measurements for C6 were performed 

for this peak, referred to as C≡C.  

The spectra of both compounds in the fingerprint region feature intense peaks at 1460 and 

1500 cm-1 and medium strength peaks at 1600, 1435, and 1400 cm-1. The differences between C2 C6 

in the fingerprint region above 1350 cm-1 are minor, involving a peak at 1525 cm-1 for C2, while a 

similar peak in C6 is slightly weaker and observed at ca. 1539 cm-1, both referred to as a 1530 cm-1 

peak (see next section). Accurate peak assignment is paramount to understanding the results of the 

following 2DIR studies.  
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4.3.2. DFT-based Modeling of FTIR Spectra 

To help assign peaks in the 

fingerprint region, we computed normal 

modes for both C2 and C6 compounds 

and constructed theoretical spectra by 

broadening the line spectra with a 

Lorentzian line shape of an area equal to 

the mode IR intensity. The computed line 

spectrum and theoretical (broadened) 

spectrum (orange line) for C6 are shown in 

Figure 4.3a. The amplitude of the lines in 

the line spectrum is equal to their 

computed IR intensities in km/mol, while 

the color of each bar reflects the location 

of the normal mode either on F5Ph (red), 

Cn-triazole-CH2Ph (Cn-TriPh, blue), or six 

tolyl (Tol, green) moieties.  

The DFT-computed normal-mode 

frequencies for molecules in solution often 

appear higher than experimental values, 

mostly due to missing anharmonic 

corrections and solvent effects. As 

apparent from Figure 4.3a, uniform 

frequency corrections will not result in a 

good match with the experimental spectrum. However, the experimental spectrum is simple enough 

to implement different corrections to modes localized at different functional groups. For example, the 

two strongest modes, computed at 1517 and 1473 cm-1 (Fig. 4.3a), reside at the F5Ph moiety and clearly 

correspond to the two strongest experimental absorption peaks at 1500 and 1460 cm-1, requiring a 

correction factor, , of 0.9885 (corrected =  ). The same correction factor was applied to other modes 

of F5Ph. Corrections for tolyl groups were based on the peak at 1600 cm-1, which is characteristic for 

phenyl and Tol groups. Similar  factor was applied to other modes located on Tol and Cn-Tri moieties 
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Figure 4.3. DFT-computed uncorrected line spectra 
for C6 (a) and frequency corrected line spectra for C6 
(b) and C2 (c). The modes associated with F5Ph-, Cn-
Tri, and Tol moieties are shown with red, blue, and 
green, respectively. Experimental linear absorption 
spectra for C6 (a,b) and C2 (c) in CDCl3 are shown 
with gray lines. Theoretical spectra of C2 (c) and C6 
(b) obtained from applying Lorentzian line shape 
with a full width at half maximum of 8.1 cm-1 are 
shown with orange lines. The Y-axes report the DFT-
computed IR intensities (km/mole) for the line 
spectra. The experimental FTIR spectra in panels B 
and C (gray lines) were normalized to visually match 
the theoretical spectra.  
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(see Table 4.1 footnote). The resulting frequency-corrected theoretical spectra for C6 and C2 (Fig. 4.3 

b,c) show a good match with amplitude-scaled experimental spectra. Note that no attempt was made 

to tweak the correction factors within each group of modes to achieve a better match with the 

experiment.  
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Figure 4.4. DFT-computed and experimental line spectra for the modes associated with the νC≡C 

motion. Experimental linear spectra for (a) C2, blue line and (b) C6, navy blue line.  

Table 4.1. Main experimental absorption peaks and DFT computed, scaled normal modes of νC≡C for 
C2 and C6. 

 
Experimental Peak, 

cm-1 
Computed Peak, 

cm-1 
IR Intensity, 

km/mol 

C2 2120 2217 75 

C6 
2040 
2140 
2170 

2119 
2243 
2282 

187 
609 
91 

Frequency correction factors were 0.95 for C2 and 0.96 for C6.  

DFT-computed modes for the ν(C≡C) modes in C2 and C6 were calculated and compared to 

the experimental FTIR spectra. (Fig. 4.4) Frequency corrections were applied to the modes are it 

showed a good match with amplitude-scaled theoretical spectra. From the DFT-computed normal 

modes, the sum of all normal modes in a molecule is given by Eqn. 4.1, where x, y and z represent the 

translations of the molecule along the respective axes. 
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∑ (𝑥𝑖
2 + 𝑦𝑖

2 + 𝑧𝑖
2)𝐴𝑙𝑙

𝑖 = 1                         (4.1) 

The degrees of freedom for C2 and C6 were calculated to be 354 and 366 respectively. All 

vibrational modes of C2 and C6 were analyzed and grouped into specific functional groups. The total 

contribution of each group (F5Ph, Triazole, Toluyl) were determined: 

∑ (𝑥𝑖
2 + 𝑦𝑖

2 + 𝑧𝑖
2)𝐹5𝑃ℎ,𝑇𝑜𝑙,𝑇𝑟𝑖

𝑖 = ɤ                           (4.2) 

The ɤ value calculated for each function group for C2 and C6 is divided by the sum of all normal 

modes and multiplied by 100 to obtain the percent contribution of functional groups to the normal 

modes of C2 and C6.  

∑ (xi
2+yi

2+zi
2)

Group
i

∑ (xi
2+yi

2+zi
2)All

i

× 100% = % contribution of motion              (4.3) 

The modeling suggests that the peak at 1600 cm-1 is mostly due to Tol motion. The peaks at 

1500 and 1460 cm-1 have dominant contributions from modes on F5Ph (see above). In addition, both 

peaks have significant (26-33%) contributions from Tol peaks and the peak at 1460 cm-1 has a 

significant, 14% (20%) contribution from a single Tri mode for C2. The peak at ca. 1435 cm-1 is 

assigned to a Tri motion. As expected, the peaks at ca. 1530 cm-1 also belong to the alkyne-Tri moiety. 

The peak at 1400 cm-1 is assigned to Tol moieties.  

The Tol modes contributing to the peaks at 1500 and 1600 cm-1 involve C-C stretching and 

C-H bending motions of the phenyl rings (Figure 4.4), while CH3 bending modes of Tol moieties (Fig. 

4.4(c)) contribute to the peak at 1460 cm-1 (twelve modes). The peak assignment made for C2 and C6 

was further corroborated by the results of RA 2DIR measurements (see below). 
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Table 4.2. Main experimental absorption peaks and DFT computed, scaled normal modes of C2 and 
C6. 

 
Experimental 

peak, cm-1 
Computed 
peak,a cm-1 

IR 
Intensity, 
km/mol 

Mode 
description 
(number of 

modes) 

C2 

1600 

1599-1601 98 (23) b Tol (6) 

1606 4 Tri (1) 

1622 3 F5Ph (1) 

1530c 1519 24 Tri (1) 

1500 

1499 223 F5Ph (1) 

1498-1500 94 (22) b Tol (6) 

1496 14 Tri (1) 

1460 

1455 211 F5Ph (1) 

1456-1461 129 (18) b CH3 of Tol (12) 

1459 55 Tri (1) 

1435 1436 46 Tri (1) 

C6 

1600 

1599-1601 88 (18) b Tol (6) 

1605 5 Tri (1) 

1623 20 F5Ph (1) 

1530c 1534 20 Tri (1) 

1500 

1500 252 F5Ph (1) 

1498-1500 93 (22) b Tol (6) 

1496 16 Tri (1) 

1460 

1458 211 F5Ph (1) 

1456-1461 135 (17) b CH3 of Tol (12) 

1463 85 Tri (1) 

1435 1434 73 Tri (1) 
 

a Frequency correction factors were 0.9885 for all F5Ph modes and 0.978 and 0.974 for all Tri and Tol 
modes below and above 1550 cm-1, respectively; b a sum of IR intensities of all modes in the range is 
given; the IR intensity of the mode with the largest IR intensity is given in parentheses; c actual 
experimental frequencies for the mode denoted as 1530 cm-1 differ for C2 (1525 cm-1) and C6 (1539 
cm-1).   

The mode assignment is crucial for understanding the RA 2DIR data. Numerous cross peaks 

in 2DIR spectra were used to track the energy relaxation and transfer in the C2 and C6 compounds. 

The results are arranged into three groups involving energy transfer initiated by C≡C, energy transfer 

towards C≡C, and energy transfer initiated and detected by the modes in the fingerprint region.  
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4.3.3. Energy Transfer Initiated by νC≡C  

The first group of RA 2DIR experiments involves νC≡C as a tag and a variety of reporters 

shown with boxes in Figure 4.5a. The waiting-time dynamics for these cross peaks were recorded, 

characterizing energy transport from the excited νC≡C tag towards various reporter modes throughout 

the molecule. One-dimensional waiting time traces of the cross-peak amplitude, constructed by 

integrating the cross-peak area within a respective box, are shown in Figure 4.5 b-f. The Tmax values, 

referred as the energy transport times, were obtained from the fits of the traces (see Experimental 

Details).217 Table 4.3 summarizes the Tmax values for the transport initiated by the νC≡C tag, which vary 

greatly for different reporters.  

Note that the νC≡C mode lifetimes were measured at 0.85 ± 0.1 ps and 1.9 ± 0.1 ps for C2 and 

C6, respectively (Fig. 4.6), which are much shorter than the measured Tmax values for each compound. 

 

Figure. 4.5.  (a). 2DIR magnitude spectrum of C2 at T = 2.7 ps. The magenta boxes show the 
integration windows for obtaining the waiting-time traces in panels b-f. (b-f). Waiting-time traces for 
indicated cross peaks for C2 (blue lines) and C6 (green lines). The traces were fitted with an asymmetric 
double sigmoidal function. Tmax values are shown in the graphs with matching colors.  
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Figure. 4.6. Scaled waiting-time traces for indicated diagonal and cross peaks for C2. (a). All peaks 

(1530, 1500, 1455 and 1430 cm-1) were fitted globally with a double-exponential decay function (red 

lines). (b). Cross peaks in the fingerprint region for C2 were analyzed and fitted with a double-

exponential decay function (red lines) The insets in A and B show 2DIR spectra measured at 3.5 ps 

with color-matching boxes indicating the cross-peak integration regions. 

 

4.3.4. Energy Transfer Towards νC≡C  

Relaxation pathways, resulting in energy transfer to remote moieties, are sensitive to the tag 

identity and location.184, 197 Therefore, it is expected that reversing the tag and reporter would lead to 

different energy transfer dynamics, especially when high-frequency modes are involved in the 

pathways. Comparing the data for the reversed tag and reporter in each compound, the mechanism 

of energy transport can be assessed. In this section we describe experiments where various peaks in 

the fingerprint region served as tags initiating energy transport while the νC≡C mode served as a reporter 

detecting energy arrival. Several cross peaks were measured (Fig. 4.7a) and their waiting-time 

dependences were constructed (Fig. 4.7 b-d).  
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Fig. 4.7 (a) 2DIR magnitude spectrum of C6 at T = 2.0 ps. The magenta boxes show the integration 
windows for obtaining the waiting-time traces in panels b-d. (b-d) Waiting-time traces for indicated 
cross peaks for C2 (blue lines) and C6 (green lines). The traces were fitted with an asymmetric double 
sigmoidal function (cyan lines for C2 and red lines for C6). Tmax values are shown in the graphs with 
matching colors. 
 

As expected, the two cross peaks with modes at triazole (1530 and 1435 cm-1) feature the 

shortest Tmax values of ca. 5-6 ps (Fig. 4.7d, Table 4.3). The direct coupling between the 1530 cm-1 

mode and C≡C is strong in C2 resulting in the highest cross-peak intensity at T = 0 (data not shown). 

The 1600/C≡C cross peaks are too weak to record with confidence, as the excess energy escapes from 

the Tol moieties very slowly resulting in only a small amount arriving to the alkyne moiety region, see 

next section. Similarly, other Tol modes do not contribute much to the 1500/C≡C and 1460/C≡C 

cross peaks. The 1500/C≡C cross peak (Fig. 4.7b) is dominated by the F5Ph contribution, as the Tri 

contribution to the 1500 cm-1 mode is small (<5%). The Tmax values for this cross peak represent 

energy transfer to the F5Ph moiety. They are found to be only slightly larger (1-2 ps) than the Tmax 

values for the reverse direction, C≡C/1500 (Tables 4.2,4.3). The Tmax values for the 1460/C≡C cross 

peaks are smaller than those for 1500/C≡C, explained by a stronger contribution of the Tri mode in 

the 1460 cm-1 peak. Convolution of two cross peaks, 1460(F5Ph)/C≡C and 1460(Tri)/C≡C, results in 

smaller measured Tmax.  
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Table 4.3.  Tmax values from the waiting-time dependences of several cross-peaks of C2 and C6.  

Cross 
peak 

Tmax (ps) 
Reporter 
location a 

C2 C6  

1600 / 

C≡C 
weak weak Tol 

1530 / 

C≡C 
NA* 5  1.5 Tri 

1500 / 

C≡C 
9.8  
0.2 

10.5  
0.3 

F5Ph, Tri, 
Tol 

1460 / 

C≡C 
7.2  
0.2 

7.5  0.2 
F5Ph, Tri, 

Tol 

1435 / 

C≡C 
5.5  
0.5  

6.1  0.5 Tri 

a reporters contributing the most to specific cross peak.  

 

4.3.5. Diagonal and Crosspeaks in the Fingerprint Region 

Diagonal 2DIR peaks were measured for all the main peaks in both compounds and the 

waiting time traces were used to determine the lifetimes. Note that the diagonal 2DIR peaks for the 

absorption peaks with multiple overlapping contributions favor the strongest peak contributor as the 

diagonal peak contribution is proportional to the fourth power of their transition dipole, while the 

contribution to the linear absorption spectrum scales with the square of the transition dipole.218  

The diagonal peaks at 1500 and 1460 cm-1 have dominant contributions from modes of F5Ph. 

The waiting time traces for the two diagonal peaks are similar, as shown in Figure 4.8b for C6, and 

can be fitted with two exponential functions with a fast component of ca. 1.8-2.7 ps and a slow 

component of ca. 10 ps (see specific fit parameters in Table 4.4). The fast components are assigned 

to the lifetime of the two modes of F5Ph. Two Tri peaks at 1435 and 1530 cm-1 in C6 feature the 

lifetime of ca. 3 ps, although the error bars are rather large at ca. 1.5 ps.  
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Figure 4.8.  Scaled waiting-time traces for indicated diagonal and cross peaks for C6. (a) The 
1600/1600 and 1600/1570 peaks were fitted globally with a double-exponential decay function (red 

lines) resulting in t1 = 1.06  0.06 ps and t2 = 27  2 ps and amplitudes of the fast component of 55% 
for 1600/1600 and 45% 1600/1570.  (b) The results of individual fits of T-traces of diagonal peaks 
(red lines) are shown in Table 4.  The insets in (a) and (b) show 2DIR spectra measured at 2.3 ps with 
color-matching boxes indicating the cross-peak integration regions.  

The decay trace of the 1600 cm-1 diagonal peak (1600/1600) is very characteristic with the fast 

component of 1.06 ± 0.06 ps and slow component of 27 ± 2 ps (Fig. 4.8b). The fast component is 

assigned to the lifetime of the Tol mode at 1600 cm-1. The slow component is slower than a typical 

cooling time of organic molecules to the solvent of ca. 15 ps219 and has a surprisingly larger amplitude 

A2 = 45% (Table 4.4).  The slow component is attributed to the relaxation-assisted (RA) effect: after 

relaxation of the 1600 cm-1, other modes within the Tol moiety became excited and many of these 

modes are strongly coupled to the reporter (1600 cm-1), resulting in a substantial amplitude of the 

1600/1600 diagonal peak at larger waiting times. The strength of the coupling among the modes of 

Tol is facilitated by its compactness and electronic conjugation. The cooling time is likely affected by 

relative isolation of the Tol moieties separated from the rest of the molecule by three different bonds 

involving heavy atoms, C-P, P-Pt and Pt-C. The C-P-Pt-C bridge connecting Tol to F5Ph and Cn-Tri 

features a small number of degrees of freedom and different low frequency modes, so that mode 

delocalization across the bridge is limited making the energy transport inefficient, trapping the excess 

energy at toluyls.  

Two cross peaks involving 1600 cm-1 peak as a reporter (probed mode) and peaks at 1500 and 

1460 cm-1 as tags (pumped modes) were also measured (Fig. 4.8b, yellow and gray lines). Note that 

the main contributors for both tags reside at the F5Ph moiety. A rise of the amplitude is expected for 

a cross-peak between a tag at F5Ph and a reporter at Tol at delays exceeding 10 ps due to the significant 

distance between the moieties. However, no rise was observed. Instead, the waiting time traces for 
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both cross peaks follow the trace of the 1600 diagonal peak (Fig. 4.8b) suggesting that both cross 

peaks originate fully from modes at the Tol moieties. Indeed, peaks at 1500 and 1460 cm-1 bear 

significant contributions from the modes at Tol (Fig. 4.3, Table 1). The coupling of the Tol modes at 

1500 and 1460 cm-1 (tags) and the Tol mode at 1600 cm-1 (reporter) is large, computed at ca. -3.8 cm-

1, resulting in a significant cross peak amplitude at T = 0. Relaxation of these tags populates lower-

frequency modes in Tol similar to relaxation of the 1600 cm-1 tag, resulting in similar waiting time 

traces for three different Tol tags at 1600, 1500, and 1460 cm-1. Apparently, the mode proximity wins 

over the strength of the transition dipole of the tag.  

Interestingly, there is a rather strong cross peak at 1600/1570. The Tol moiety features a mode 

computed at ca. 1570 cm-1
, but it is over 10-fold weaker than that at 1600 cm-1. However, the 

1600/1570 cross peak is strong at about a half of the diagonal peak at 1600 cm-1. The strength of the 

cross peak originates from a large off-diagonal 1600-1570 anharmonicity, computed at 7.4 cm-1, which 

is much larger than the diagonal anharmonicity of the mode at 1600 cm-1, computed at ca. 1 cm-1. The 

pair of diagonal and cross peaks can serve for identifying Tol moieties in 2DIR spectra. The waiting 

time trace of this cross peak follows the trace of the 1600 diagonal peak (Fig. 4.8b) and shows no 

coherent oscillations.  

Table 4.4.  Fit parameters for several diagonal peaks. 

 Freq.,  
cm-1 

t1, ps t2, ps Fast component 
contribution,a % 

tmean, 
ps 

C2 1600 1.00  0.06 25  2 56  

C2 1530 1.6  0.4 8.5  0.8  6.9 

C2 1500 1.65  0.15 9.4  0.4 41 6.0 

C2 1460 1.3  0.1 8.1  0.5 46 6.2 

C2 1435 3.4  1.5 14  5 77 5.8 

      

C6 1600 1.06  0.06 27  2 55  

C6 1530 2.9  0.5 12  3  6.1 

C6 1500 1.84  0.15 9.4  0.4 33 6.9 

C6 1460 2.7  0.5 11.5  
1.5 

47 7.4 

C6 1435 3.4  1.5 14  5 88 4.7 
a computed as A1/(A1+A2)100%, where A1 and A2 are the amplitudes of the first and second 
exponential components, t1 and t2.  

Multiple cross peaks were observed in the fingerprint region (see Fig. 4.9a, inset) and their 

waiting time dependences were analyzed. Only one of these cross peaks shows a clear rise time, but 
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several cross peaks show coherent oscillations as a function of the waiting time. We first discuss the 

oscillations, then analyze the cross-peak decay times and then discuss the cross peak showing a rise.  

4.3.6. Cross-peak and Diagonal-peak Decay Times 

 
Figure 4.9.  (a) Scaled waiting-time traces for indicated cross peaks for C6. The traces were fitted 
globally with an exponential decay function (red lines), see results in Table 4.6. The 1435/1500 cross 
peak was also fitted with an asymmetric double sigmoidal function (cyan, see Table 4.5).  (b) 
Exponential decay times measured are summarized for each diagonal and cross peak, also reported in 
Tables 4-7. The vertical and horizontal lines are color coded to indicate FTIR contributions originated 
from different ligands, F5Ph (red), Tri (blue), and Tol (green).  
 
Slow Decay Components for Diagonal Peaks.  While the fast component of a diagonal peaks is 

attributed to the lifetime of the largest peak contributor, the slow decay component of the diagonal 

peak reflects its cooling time, observed via the mode coupling to low and medium frequency modes. 

Therefore, the slow decay components of diagonal peak traces for the modes residing at the same 

moiety should be similar. Indeed, both modes of the Tri moiety, 1435 and 1530 cm-1, feature similar 

cooling times of ca. 7 ps. The cooling times for the diagonal peaks at 1460 and 1500 cm-1 are also 

similar at 10  1 ps, as both peaks reside predominantly at F5Ph.  

Tol-Dominated Peaks.  The decay time for the diagonal peak at 1600 cm-1, representing Tol 

moieties, is exceptionally long at 27 ps. Interestingly, the decay times for two cross peaks with the 

reporter at 1600 cm-1 (1500/1600 and 1460/1600) are also the same at ca. 27 ps (Fig. 4.9a), despite 

the fact that the strongest contributors to 1500 and 1460 cm-1 peaks reside at F5Ph. This similarity 

indicates that all three cross peaks are dominated by the Tol/Tol type cross-peak contributions. In 

other words, for the 1500/1600 cross peak the Tol-localized modes are contributing as tags, not the 

strongest 1500 peak contributor of F5Ph. At the same time, the cross-peak contribution associated 

with the energy transfer between the F5Ph and Tol ligands, expected to feature a rise in the waiting 
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time dependence, is fully masked by a much stronger Tol/Tol type cross-peak contribution. 

Otherwise, either a cross-peak rise would be observed, or the decay time would be longer, affected by 

delayed energy arrival to the reporter site. 

Tri-Dominated Peaks.  The diagonal peaks of Tri modes at 1435 and 1530 cm-1 feature the same 

cooling time of ca. 7 ps. The slow decay components are nearly the same for a range of cross peaks 

involving Tri modes, such as 1500/1435, 1469/1435, 1530/1500, and 1500/1530 (Fig. 4.9a, cyan 

color). This match suggests that these four cross peaks are dominated by local Tri modes while the 

Tri/F5Ph and F5Ph/Tri type cross peaks, involving energy transfer between the ligands, cannot 

compete, amplitude-wise with the local Tri/Tri type cross peaks.  

F5Ph-Dominated Peaks.  The diagonal peaks for the F5Ph-residing modes at 1500 and 1460 cm-1 

show a characteristic cooling time of ca. 10 ps. Their cross peaks, 1500/1460 and 1460/1500 show 

similar cooling times of 10  1 ps, characteristic for cooling of the F5Ph moiety.  

Cross-peaks at 1435/1500 and 1435/1460.  The cross peaks at 1435/1500 and 1435/1460 can have 

two contributions: one from spatially close Tri/Tri type modes, which may show coherent oscillations, 

and another of Tri/F5Ph type, which is expected to show an amplitude rise with the waiting time. 

Only one cross peak in the fingerprint region is showing a rise time and a clear maximum; that is the 

1435/1500 peak in C6 (4.9a). It shows small amplitude oscillations (~10%) at early times, indicating a 

Tri/Tri contribution. The Tri/Tri type cross peak decays with ca. 7 ps, the cooling time of the Tri 

moiety. Because its contribution diminishes so rapidly, we can clearly see a cross-peak rise associated 

with 1435(Tri)/1500(F5Ph) cross peak, which peaks at ca. 7-8 ps. This time is slightly shorter than Tmax 

for the νC≡C/1500 cross peak of 9.7 ps, supporting the picture that excited νC≡C relaxes into the Tri 

modes, away from the F5Ph ligand, resulting in a longer time. No rise for the 1435/1500 cross peak is 

found in C2, likely because the rising 1435(Tri)/1500(F5Ph) peak contributor is expected to be earlier 

by 2-3 ps, which is then hidden by the decaying 1435(Tri)/1500(Tri) peak contribution. The 

1435/1460 cross peak does not show a resolved maximum, likely due to its small amplitude compared 

to stronger Tri/Tri contribution as the Tri mode within the 1460 cm-1 peak is much brighter than that 

within the 1500 cm-1 peak. The exponential decay times measured for each diagonal and cross peak 

for C6 are summarized graphically in Fig. 4.9b.  

Detailed assessment of the cooling times of different ligands (moieties) permits understanding 

the origin of the cross peaks and revealing different contributions to cross peaks with multiple 

overlapping modes. A significant difference in the effective cooling times for the modes at Tri, F5Ph 
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and Tol moieties was found; the cooling times are at ca. 7, 10, and 27 ps, respectively. To further 

understand the vibrational energy transport within these complex molecules, we computed relaxation 

pathways of various excited modes.  

 

4.3.6. Coherent Oscillations in Cross-peaks 

The presence of oscillations in a cross peak indicates that a coherent superposition of strongly 

coupled states is excited by a short m-IR pulse.210, 220, 221 Therefore, coherent oscillations in 2DIR 

spectra can help identify modes that belong to the same moiety as their strong coupling requires 

significant spatial overlap. Several 2DIR cross peaks of C2 and C6 show coherent oscillations. These 

include the cross peaks between the two strongest peaks, 1500 and 1460 cm-1 (1500/1460 and 

1460/1500), as well as the cross peaks among the 1460 and 1435 cm-1 peaks (1435/1460 and 

1460/1435), Fig. 4.10. The period of oscillations, T0, corresponds to the beating frequency as ∆ν (in 

cm-1) = 1/(c T0), where c is the speed of light in vacuum. The computed beating frequencies, 43 ± 1 

cm-1 for 1500/1460 and 1460/1500 and 21 ± 1 cm-1 for 1435/1460, are expected to match the energy 

gap between the involved states excited coherently – the two frequencies of the cross peak. Indeed, 

the frequency difference between the peaks at 1500 and 1460 cm-1 for C6 is 43.2 cm-1 (1500.1–1456.9 

cm-1), which matches well the oscillation frequency. The function used for fitting the data is described 

in Figure 4.10 caption, while the fit parameters are given in Table 4.5.  

Note that the 1500 and 1460 cm-1 peaks have dominant contributions from the F5Ph ligand. 

Their cross-peak oscillations are expected to be dominated by coherent excitation of the two F5Ph 

modes, but a smaller contribution from coherent excitation of the modes at Tri is also expected. Due 

to reduced coupling, it is less likely that the Tol modes will be excited coherently as the group of Tol 

modes at 1500 cm-1 belong to the Ph ring motion, while those at 1460 cm-1 are due to CH3 bending.  

The peak at 1435 cm-1 belongs exclusively to Tri. Therefore, the oscillations of the 1435/1460 

cross peak have to be due to coherent excitation of the modes at the Tri moiety. The presence of 

oscillations proves that both modes of the cross peak originate from the same moiety, Tri, permitting 

to identify a minor Tri contribution within the 1460 cm-1 peak, predicted by the DFT-based peak 

assignment (Table 4.1). How strong is the contribution to the cross peak of the 1460 cm-1 mode of 

F5Ph and the Tri mode of 1435 cm-1? Such a cross peak is expected to be weak at waiting times close 

to zero. Indeed, the amplitude of the oscillations is significant, A2/A1 = 0.33, so the cross peak is 
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dominated by the Tri peaks, at least at small waiting times. Further in dept analysis on coherent 

oscillations and its functionality as structural reporters is presented in Chapter 5. 
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Fig. 4.10.  Waiting-time dependence of the indicated cross peaks for C6. The inset shows 2DIR 
spectrum measured at 4.3 ps with color-matching boxes indicating the cross-peak integration regions. 

Thin red lines show fits of the traces with a function y = y0+A1×exp(-T/T1)+A2×exp(-

T/T2)×cos(2πT/T0 + j). The fit resulted in the oscillation period, T0, of 0.78  0.02 ps for both 

cross peaks involving 1460 and 1500 cm-1 peak and of 1.6  0.1 ps for the peak at 1435/1460. The 

oscillation damping time, T2, was 0.8  0.1 ps for 1460/1500 and 1500/1460 peaks and 1.2  0.3 ps 
for the peak at 1435/1460. The overall decay time, T1, is about 10 ps for all three cross peaks. Complete 
list of fit parameters is given in Table 4.5.  

 

Table 4.5.  Fit parameters for several cross peaks (see Fig. 6 caption) for C6.  

Cross peak T1, ps T2, ps T0, ps  A2/A1 
Oscillation 
freq., cm-1 

1460/1500 11.3  0.7 0.79  0.1 0.78  0.02 0.05 0.47 43  1 

1500/1460 9.8  0.8 0.79  0.1 0.78  0.02 0.01 0.70 43  1 

1435/1460 9.8  0.7 1.3  0.4 1.6  0.1 0.07 0.33 21  1 

1460/1435 5.1  0.3 0.9  0.2 1.7  0.2 -0.05 0.51 20  1 
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Table 4.6.  Exponential decay parameters for cross peaks for C6.  

Cross peak t1, ps Tmax, ps 

1500/1435& 7.5  0.4 0 

1435/1500& 15.7  1 7.0 

1530/1500 7.6  0.3 0 

1500/1530 6.3  0.3 0 
& coherent oscillations observed.  

 

4.4. Discussion 

 4.4.1. Computing Vibrational Relaxation Pathways 

The whole molecules were too large to perform anharmonic DFT calculations, so such 

computations were performed on the fragments of the compounds where the Tol and CH2-C6H5 

groups were replaced by hydrogen atoms (labeled as C2F and C6F), as shown in Figures 4.11 a,b 

insets.  

Figure 4.11a shows the dominant relaxation channels for the νC≡C tag in C2F, presented as rate 

bars populating various daughter states. Each relaxation daughter mode is labeled with a  value, (Fig. 

4.11a, right of bars) which represents the level of mode delocalization between the F5Ph and Cn-Tri 

ligands across the Pt center (excluding motions at the PH3 ligands). The modes with  ~ 1 reside at 

the F5Ph ligand, while those with  ~ 0 reside at the C2-Tri ligand. Clearly, the C≡C relaxion daughter 

modes are predominantly (99.5%) residing at the Tri ligand with  of 0 - 0.02. The two daughter 

modes populated the most are at 1492 and 729 cm-1 (Fig. 4.11a, bars marked with stars). The νC≡C 

relaxation pathways in the C6 compound are richer but similarly populate predominantly the modes 

of the Tri ligand with  < 0.01 (Fig. 4.11 b). It is important to note that both compounds show 

negligible relaxation of the νC≡C tag directly into the F5Ph localized modes.  
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Figure 4.11. Rates of dominant relaxation channels of C≡C computed for (a) C2F and (b) C6F.  The 
displacements of the strongly contributing normal modes (labeled with stars) are shown as insets. 

Delocalization factors, , are shown for each normal mode to the right of its rate bar. Note that (νC≡C) 
< 10-4.  

To illustrate the waiting time dependence on chain length, we performed a modeling in which 

the C≡C/F5Ph cross-peak amplitude for C2 and C6 were plotted as a function of the waiting time (Figs 

4.16a and 4.17a). Reasonable shapes of the waiting time dependences were obtained with the Tmax 

values showing similar trends to the experimental values (7.4 ps in C2 and 9.7 ps in C6). Detailed 

analysis showed the presence of a very large number of relaxation pathways in the energy relaxation 

process, vide infra. To identify the pathways leading to energy crossing the Pt center, a detailed analysis 

of the mode couplings and delocalization was performed (Fig. 4.12 a,b).  
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Figure 4.12.  Delocalization factor, , for all normal modes below 1650 cm-1 in (a) C2F and (b) C6F. 
Three pairs of significantly delocalized high-frequency modes are shown with red circles. Most high-

frequency modes (>400 cm-1) are localized at either F5Ph ( ~ 1) or C2-Tri ( ~ 0) ligands. Low 
frequency modes (<400 cm-1) are mostly delocalized across the Pt center.  

We found that despite some similarities of bond types in the F5Ph or C2-Tri ligands, most of 

their high-frequency modes are localized on either of the ligands. However, there are a few pairs of 

normal modes showing significant delocalization. To identify potential delocalization, the coupling 

strength among the local modes at F5Ph and C2-Tri were computed by varying the masses of the 11 

atoms of F5Ph in small increments and computing normal modes for each mass value using the 

Hessian matrix obtained via DFT normal-mode analysis.  As a result of the mass change of the F5Ph 

moiety, an avoided splitting is observed for the interacting modes which equals 2β, where β is the 

interaction energy (Fig. 4.13). We found that the coupling of local modes across the Pt center does 

not exceed ~20 cm-1, while typical couplings are less than 2 cm-1. Only two pairs of high-frequency 

modes (>400 cm-1) were found to be coupled strongly enough to result in mode delocalization at the 

actual atomic masses of F5Ph ( = 1). One pair involves partially delocalized modes at 1355 cm-1 ( = 

0.14) and 1362 cm-1 ( = 0.84) with 2β = 5 cm-1 (labeled with red circles in Fig. 4.12a). Another pair 

involves modes at 730 cm-1 ( = 0.015) and 790 cm-1 ( = 0.94) with 2β = 17 cm-1 (Fig. 4.13). Relatively 

small couplings require rather precise match of the site frequencies to result in delocalization, limiting 

the number of delocalized modes. Interestingly, the low-frequency modes (<400 cm-1) are 

predominantly delocalized across the Pt center (Fig. 4.12). 
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Figure 4.13. Mode frequency of delocalized pairs (a) 1354 and 1362 cm-1, (b) 729 and 790 cm-1, and 
(c) frequencies around 360 cm-1 as a function of the mass scaling factor for the C and F atoms of the 
F5Ph moiety. Vertical red lines show the frequency jump (2β) of the observed modes. 

4.4.2. Electrical Dipole-dipole Coupling across Pt Center 

The through-space electrical coupling of the modes across the Pt center was computed using 

a point dipole approach. The electrical dipole-dipole coupling was computed using Eq. 4.4: 

𝑈12 = −𝑘
𝜇1

tr𝜇2
tr

𝑅3               (4.4) 

Here 𝜇𝑖
tr are the transition dipoles of the interacting modes, R is the distance between the oscillators, 

and k = 8.99 109 C-2Nm2.  The transition dipole was calculated using the DFT-computed IR intensity 

by Eq. 4.5:222  

𝐴𝑎 =
𝑁𝐴 𝜋 (𝜇1

tr)2

3𝑐2  (
𝜕𝜇⃗⃗⃗

𝜕𝑄𝑎
)

2

             (4.5) 

Here Aa is the IR intensity in m/mol, NA is Avogadro’s number, c is the speed of light. The largest 

transition dipole moments of the pairs of coupled modes in C2 were found for the modes at 1362 and 

1355 cm-1, at 0.04 and 0.09 D, respectively. The interaction energy computed for the distance, R, of 

5.3 Å is ca. 0.13 cm-1. The largest IR intensity for C6 is found for the pair at 824 and 789 cm-1, where 

the transition dipoles are 0.1 and 0.084 D, respectively, resulting in interaction energy of 0.08 cm-1 for 

R = 8 Å. The interaction energies for other coupled pairs for both C2 and C6 are not exceeding 0.05 

cm-1.   

4.4.3. Origin of Mode Coupling across the Pt Center 

Two types of coupling mechanisms are possible: through-space electrical coupling and 

through-bond mechanical coupling. The modes of the two pairs feature IR intensities not exceeding 

60 km/mol and the effective distances well exceeding 4 Å (carbon-carbon distance across Pt is ca. 4.1 

a b c 
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Å). For such weak modes and distances over 5.3 Å, the electrical dipole-dipole coupling is computed 

to be smaller than 0.25 cm-1 (see above). We found that the modes with the largest coupling strength 

(2β > 5.0 cm-1) are coupled mechanically, involving a change of the C-Pt-C distances, as for modes of 

a coupled pair at 1350 and 1362 cm-1 (Fig. 4.15 a,b). While the Pt atom is heavy and does not move 

much, both adjacent carbon atoms move in the Pt-C stretching fashion as in-phase and out-of-phase 

combinations for the modes of the pair. The energy gap of the local modes is larger than the coupling 

leading to only a partial mixing of the site states. The energy match is somewhat accidental, as the two 

ligands are different. At the same time, both ligands feature similar bond types, carbon-carbon with a 

bond order of 1.5, which facilitates the energy match and mixing of the local modes featuring Pt-C 

stretching motions. Another type of local motion that leads to strong coupling between the local 

modes of the two ligands involves C-Pt-C angle change (Fig. 4.14 c,d). Such motions are present in 

many local modes with 250-400 cm-1 frequencies, ensuring delocalization of normal modes in this   

frequency region (Fig. 4.12 a). The lower frequency modes, <250 cm-1, are delocalized over the whole 

compound, as expected.  

 

Figure 4.14. Displacements for normal modes at (a) 1355 cm-1, (b) 1362 cm-1, (c) 394 cm-1, (d) 359 
cm-1, (e) 790 cm-1, and (f) 575.5 cm-1. 
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Figure 4.15. Rates of dominant relaxation channels in C2F for two delocalized modes (a) 1361 cm-1 
and (b) 1354 cm-1 and one mode localized at C2-Tri ligand, (c) 1256 cm-1.  The values on the right of 

each bar represent the mode delocalization factor, .  

Vibrational relaxation is governed by third-order force constants; to be significant they require 

spatial overlap of the parent and daughter modes. Figure 4.15 illustrates this statement presenting 

relaxation pathways of the three modes, two modes of the partially delocalized pair at 1361 and 1354 

cm-1 with a delocalization extent of 0.86 and 0.14, respectively, and a high-frequency mode at 1256 

cm-1 located at the C2-Tri ligand (=0.001). The mode at 1354 cm-1 (=0.14) relaxes predominantly to 

modes within C2-Tri (81%) but also relaxes to modes localized at the F5Ph ligand (19%), thus providing 

a high-frequency (600-800 cm-1) pathway to F5Ph across the Pt center (Fig. 4.15a).  The rate 

distribution vs. delocalization factor is bimodal with peaks at around  = 0 and  = 1 (Fig. 4.12). The 

relaxation pathways of the 1361 cm-1 mode (=0.86) are complementary to those for 1354 cm-1; 19 

rate percent of the pathways involve energy passage from F5Ph to C2-Tri (Fig. 4.15b inset).  

The daughters of the 1256 cm-1 mode (=0.001) relaxation located predominantly (>98 rate 

percent) at the same ligand as the parent mode (Fig. 4.15c). Therefore, to have sizable relaxation rates 

across the Pt center, the parent mode should be delocalized significantly across the center.  If such a 

delocalized parent mode became excited, it relaxes into modes on both sides of the Pt center. At the 

same time if a mode is localized at Cn-Tri, it predominantly relaxes into the modes at Cn-Tri, resulting 

in negligible energy transfer across the Pt center (Fig. 4.15c).  As the number of delocalized high-

frequency modes is small, there is a small number of energy transfer pathways across the Pt center.  

a b c 
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Most vibrational modes lower than 400 cm-1 are delocalized (Fig. 4.12). A strong coupling of 

local modes of F5Ph and C2-Tri in the 250-400 cm-1 region originates from local modes resulting in a 

change of the C-Pt-C angle (bending). The low-frequency modes (<250 cm-1) naturally involve motion 

of the whole molecule. The delocalized modes (<400 cm-1) feature a significant coupling to high-

frequency modes on each side of the Pt center. If excited, they perturb the reporter at the F5Ph moiety 

causing an increase of the CC/reporter cross peak amplitude. It is important to note that excitation 

of delocalized low-frequency modes does not lead to energy transfer across the Pt center, as the energy 

excess remains on both sides of the Pt center.  
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Figure 4.16. (a) Contributions of different groups of modes to the νC≡C/1500(F5Ph) cross peak 
computed for C2F. The groups are formed based on the frequency (>15, >400, 220-400, or 15-220 

cm-1) and delocalization factor,  (all, >0.96, or <0.1).  (b) Waiting-time population traces for high-

frequency modes of F5Ph (>0.96) and the mode at 575.5 cm-1 (=0.51). 10-fold normalized 
population trace for 1362 mode is also shown by black dashed line. (c) Cross-peak contributions of 

the modes shown in panel B. The overall contributions of all F5Ph modes (>0.96) of frequencies 
>700 cm-1 (green) and >400 cm-1 (black) are shown with dashed lines.  
 

The relaxation dynamics initiated by relaxation of the excited νC≡C mode was computed and 

the excess populations of every mode (Fig. 4.16b) and their contributions to the νC≡C/1500(F5Ph) 

cross-peak were extracted and analyzed (Fig. 4.16 a,c). The IVR process of νC≡C populates every mode 

in the compound but to a different extent and at different times. The maximum computed for all 

modes higher than 15 cm-1 is peaking at ~6.1 ps (Fig. 4.16a, blue line). To understand which modes 

are involved in transferring energy from the Cn-Tri ligand to F5Ph, we analyzed contributions from 

different groups of modes to the cross-peak (Fig. 4.16a).  

As expected, we found that the νC≡C/1500(F5Ph) cross-peak is dominated by contributions of 

the modes at F5Ph (those with high , Fig. 4.16a, black) as they are well coupled to the reporter located 

at F5Ph. The high-frequency modes, >400 cm-1, are mostly localized at either ligand so they are easily 

sorted into the modes at F5Ph (large , black line) or C2-Tri (small , red line). The modes with >0.96 

a b c 
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contribute the most (black line) with a peak at 7.7 ps. High frequency modes with <0.1 (red line) 

contribute much less, peaking at ca. 3 ps.  

Many modes in the 220-400 cm-1 window are delocalized over the two ligands due to the 

motion involving C-Pt-C angle change (Fig. 4.14 c,d); their contribution is shown in Fig. 4.16a, cyan. 

Interestingly, the contribution is significant but peaking at earlier delay times of ~2 ps, thus shortening 

the Tmax values for the νC≡C/F5Ph cross-peaks. Low-frequency modes, <220 cm-1 (Fig. 4.16a, green), 

are not contributing much to the cross peak, mostly because of their small coupling to the high-

frequency reporter at F5Ph.  

Based on the match of the experimental Tmax values for the νC≡C/1500(F5Ph) cross peak (7.4 

ps) and the computed Tmax (Fig. 4.16a), we conclude that the high-frequency modes at F5Ph (high ) 

determine the Tmax values.  

To understand the pathways populating the high-frequency modes at F5Ph we analyzed the 

population dynamics of these modes. Figure 4.16b shows the high-frequency modes with >0.5 

having the highest populations. Importantly, the modes of F5Ph that are populated the earliest and to 

the largest extent contribute the most to the energy transfer process from the C2-Tri ligand to F5Ph. 

We found that such modes involve those modes of the coupled pairs: 575.5, 790, and 1362 cm-1 (Fig. 

4.16b). The populations for the 790 and 1362 cm-1 modes are rising with no delay, indicating that they 

are daughter modes of the νC≡C relaxation. However, their contributions are not very large, even though 

they carry larger energy. The mode at 575 cm-1 (Fig. 4.16, magenta) belongs to a coupled pair involving 

mixing of the CCC bending at C2-Tri and F5Ph deformation motions (Fig. 4.14). It is not populated 

directly from νC≡C, as apparent from the presence of the induction period, but is still populated very 

rapidly leading to a maximum at ~2.3 ps. Another mode of the pair, 574.3 cm-1 (=0.972, Fig. 4.16b, 

yellow), follows the trace of the 575.5 mode with some lag, peaking at ~4.5 ps. Figure 4.16c shows 

the largest high-frequency contributors to the cross peak. Note that because of a strong coupling 

among the modes of F5Ph, the equilibration among them occurs within a few IVR steps (3-5 ps), so 

that many F5Ph modes became populated after 3 ps. The large contribution of the mode at 409 cm-1 

(=0.9895) reflects its lower frequency. Nevertheless, the overall contribution of the high-frequency 

modes (>700 cm-1) is very significant (Fig.4.16 c, green dashed line).  

To summarize, the high-frequency modes of the mode pairs coupled across the Pt center 

provide pathways to transfer energy between the two ligands. The process should be treated as energy 

transport, not the IVR process into fully localized modes. The high-frequency modes, >400 cm-1, are 
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responsible for 66% of the cross-peak amplitude. The modes in the 220-400 cm-1 region also 

contribute significantly, reaching ca. 40% in amplitude, but interestingly, the maximum is reached 

much earlier than Tmax at 1.9 ps (Fig. 4.16a, cyan). The modes in this range are largely delocalized over 

the two ligands. This delocalization is caused by the similarity of the groups on each side of the Pt 

center resulting in similar frequencies of the Pt-C-C bending motion on each ligand. Therefore, the 

process of energy transfer between the ligands relies on the similarity of the groups at the two ligands 

in the vicinity of the Pt center and frequencies of their modes.  

The computations of relaxation pathways of νC≡C in C6F revealed a similar behavior to that 

for C2F: only high-frequency modes of strongly coupled pairs showed a significant energy transfer 

from C6-Tri to F5Ph (Fig. 4.17b); the populations of those modes and all high-frequency modes of 

F5Ph, however, reach much smaller values compared to those in C2F (Fig. 4.16b). As a result, the 

overall relative contribution of energy transfer pathways involving high-frequency modes in C6F 

(~35%, Fig. 4.17a) is half of that for C2F. Low-frequency modes, 15-220 cm-1 (green) and especially 

220-400 cm-1 (cyan), show a much larger relative contribution to the cross peak in C6F. Spatial 

proximity of the centers of the two ligands dictates the outcome of the energy transport process, 

showing a similar connectivity observed previously for modes within a covalent network.150, 223 
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Figure 4.17. (a) Contributions of different groups of modes to the νC≡C/1500(F5Ph) cross peak 
computed for C6F. The groups are formed based on the frequency (>15, >400, 220-400, or 15-220 

cm-1) and delocalization factor,  (all or >0.94).  (b) Waiting-time population traces for high-frequency 

modes of F5Ph (>0.94) contributing the most to the cross peak.  
 

Detailed analysis of relaxation pathways of high-frequency modes enables us to identify 

specific modes involved in energy transfer across the molecule in C2F and C6F. The efficiency of the 

energy transfer across the Pt center was found to correlate with the delocalization extent of the parent 

mode across the center. A negligible energy transport efficiency from the Cn-Tri to F5Ph moieties was 

found for the modes with the extent of delocalization at the F5Ph moiety smaller than 1%. The overall 
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cross-peak waiting time dynamics in C2F is dominated by the energy transfer via high-frequency 

modes (>400 cm-1), while low-frequency modes dominate for C6F.  

The energy transfer time, Tmax, appears to be different when the tag and reporter are reversed 

(Tables 4.2, 4.3), indicating different contributions of high- and low-frequency energy transfer 

channels in the two cases. The transport channels associated with high-frequency modes are expected 

to alter with a change of the tag as the relaxation channels are tag specific and will not involve the 

same modes. Such changes are found for C2, Tmax(C≡C/1500) = 7.4 ps and Tmax(1500/C≡C) = 9.7 ps, 

indicating the importance of the high-frequency mode transport initiated more efficiently by C≡C 

compared to the 1500 cm-1 mode initiation. Similar effect is observed for the C≡C/1460 and 1460/C≡C 

peaks, although the Tri contribution to the peak at 1460 cm-1 makes quantitative assessment difficult. 

On the other hand, the similarity of the transport times for reversed tag and reporters likely points at 

a dominant contribution of the low-frequency modes in the thermalization process, as, for example, 

for the C≡C / 1500 and 1500 / C≡C cross peaks for C6 (9.7 and 11 ps, respectively).  

Note that no strongly coupled high-frequency local modes of Tol and Cn-Tri or Tol and F5Ph 

were found. Therefore, it is concluded that the thermalization to and from Tol moieties occurs via 

low-frequency modes. 

 

4.5. Conclusions 

Rather large compounds, C2 and C6, were investigated with 2DIR and RA 2DIR 

spectroscopies, and waiting-time dependences of large numbers of cross and diagonal peaks were 

measured. Comprehensive analysis of their waiting-time traces enabled i) better assignment of peaks 

in FTIR spectrum to different functional groups, ii) finding delineating kinetic parameters for several 

functional groups, which include coherent oscillations of specific cross peaks, energy transfer and 

cooling parameters, iii) understanding of the mechanism of energy transfer between the ligands.  DFT 

calculations, IVR modeling, and evaluation of mode couplings were used to understand the details of 

the energy transfer and relaxation pathways.  

Due to the closeness of the alkyne bridge to the F5Ph ligand and similarity of some bond types 

in them, a rather efficient energy transfer from C≡C to modes at F5Ph was found.  The requirements 

for energy transport across the Pt center at high-frequency modes have been formulated and 

illustrated. They involve coupling and delocalization of the local modes at two sides of the center. The 
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transport from C≡C to F5Ph in C2 occurs predominantly via three mode pairs delocalized over both 

ligands, featuring frequencies of 1362/1354, 730/790, and 575.5/574.3 cm-1, and involving C-Pt-C 

stretching (1st two pairs) and bending (last pair) motions (Fig. 4.14). These motions on each ligand are 

coupled across the Pt center with the coupling strength of 5-20 cm-1, which is sufficient to cause 

significant delocalization and to provide efficient energy relaxation pathways between the ligands. The 

similarity of the bond types at the F5Ph and Cn-Tri ligand helps the frequency match of their local 

states, thus causing delocalization. However, an accidental frequency match can lead to delocalization 

in the same way.  

The modes associated with C-Pt-C bending motion (250-400 cm-1) are also involved in energy 

transfer between the ligands, but their contribution is smaller than that of the high-frequency modes 

in C2.  Low frequency modes (<250 cm-1) are largely delocalized across the Pt center in C2 and C6. 

Population of such modes occurs as vibrational relaxation proceeds, reaching maximum at ca. 7-8 ps. 

When excited, such modes affect the reporter frequency wherever it is located in the molecule. As the 

low-frequency modes are delocalized, the excess energy is delocalized over the majority of the 

molecule and the process needs to be treated as an IVR but not as energy transfer from one ligand to 

another.  

As typical lifetime of a high-frequency mode in compounds with more than ten atoms is 1 ps 

and a few IVR steps lead to dominant population of the low-frequency modes, the time window for 

energy transport in medium size compounds, such as C2 and C6, is limited to 2-4 ps. The observed 

Tmax values for the C≡C / (modes at Tol) greatly exceed this limit; thus, low-frequency modes 

determine the Tmax values for such cross-peak types. Note that for the C≡C / F5Ph cross peaks, the 

low-frequency modes in the 250-400 cm-1 region contribute significantly, while not for the C≡C / Tol 

cross peaks, where the delocalized modes <250 cm-1 are contributing the most. A positive correlation 

between the tag-reporter distance and the Tmax time is observed as expected, emphasizing the value of 

the RA 2DIR method for mode assignment. The distance correlation is clear in comparing the Tmax 

values for C2 and C6.  
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CHAPTER 5 

Coherent Oscillations as  
Structural Reporters 

 

In this chapter, the results of RA 2DIR studies on a platinum complex with a triazole-terminated 

alkyne ligand of six carbons, a perfluorophenyl ligand, and two tri(p-tolyl)phosphine ligands in 

deuterated chloroform are presented. We observed fully resolved vibrational state coherences, which 

were analyzed in detail to reveal a waiting time dependence of cross-peaks and diagonals in the 

fingerprint region (1300-1620 cm-1). We concluded that the presence of cross-peak oscillations in the 

waiting time identifies strongly coupled states that are close in proximity, typically belonging to the 

same moiety. A pattern of cross-peak oscillations was recorded, and was determined to be useful to 

identify the moiety in complex linear and 2DIR spectra with multiple overlapping peaks. The 

requirements for oscillations were categorized, and it was determined that compact functional groups 

with many similar local modes (like perfluorophenyl) can result in the formation of normal modes 

featuring large cross anharmonicities, resulting in oscillations. Overall, the results highlight the rich 

information contained in fully exploring 2DIR spectra, demonstrating the potential of 2DIR 

spectroscopy as an analytical tool.  
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5.1. Introduction 

In the previous chapter, it was mentioned that it is challenging to assign specific vibrational 

modes in C2 and C6 based on their FTIR peaks. The DFT-computed vibrational spectrum, which 

used the standard B3LYP functional, did not accurately predict the pattern of vibrational peaks, and 

different scaling factors were applied to match the calculations with the experimental results for modes 

residing at different moieties. To supplement and validate the assignment made by DFT modeling, 

relaxation-assisted 2DIR data was utilized to investigate the energy transport of vibrational energy 

within the molecule. One area of interest is the origin and importance of coherence oscillations, 

including the precise identification of peaks in complex FTIR spectra. 

Research has been carried out on the waiting time oscillations of different metal carbonyls. In 

their study, Khalil et al. utilized 2DIR to observe oscillations of coherent quantum beats (QB) in the 

waiting-time dynamics of a Rh(CO)2acac system. They took into account coherence transfer and the 

phenomenon of quantum beats in their analysis.210 It was determined that coherence transfer arose 

from the mutual interaction of the bright C≡O stretches with dark states. The signatures of vibrational 

coherence transfer are the anomalous frequency oscillations of specific but ordinary peaks, as seen in 

work by Kubarych and co-workers, where coherence transfer was observed in rephasing and non-

rephasing spectra of three diiron hexacarbonyl organometallic complexes, including what appeared to 

be coherence transfer between bright and dark vibrational modes.224 Oscillatory components in the 

pump-probe signal  of N-H stretching vibrational modes of adenosine monomer in solution were 

demonstrated and were attributed to the coherent superpositions induced by the pump pulse result in 

quantum beats between the ν(NH2)S and ν(NH2)A normal modes.225 Recently, a 2DIR measurements 

combined with pulse-shaping were used to study acetylacetonato dicarbonyl rhodium (RDC) to study 

the coherence and population transfer between carbonyl symmetric and asymmetric stretching 

modes.226 The study pointed at weak contribution of coherence transfer to the oscillatory signals. 

Spectral shaping of the m-IR pulses was shown to effectively suppress the QB, making easier the 

extraction of structural and dynamical information. 

In our study, coherent oscillations in the waiting-time were detected for cross peaks among 

multiple vibrational modes in the fingerprint region (1300-1600 cm-1) of C6. In this chapter, we explore 

QB oscillations as a structural reporter, potentially opening avenues for 2DIR as method to determine 
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the structure of a molecule. In addition to its potential use as a structural reporter, QB oscillations can 

be used to aid in the identification of peaks in complex FTIR spectra.   

 

5.2. Experimental Details 

5.2.1. Experimental Method 

A detailed accounting of the fully-automated 2DIR spectrometer is presented in Chapter 2.8. of this 

dissertation. 

5.2.2. Sample Preparation 

 

Figure 5.1. Structure of C6. Notation for the main functional groups is shown in colors that are used 
throughout the chapter. 

Compounds trans-(C6F5)(p-tol3P)2Pt(C≡C)3C=CHN(CH2C6H5)N=N, referred to as C6, was 

synthesized by students of John Gladysz at Texas A&M University. For FTIR and 2DIR 

measurements, ca. 30 mM CDCl3 solutions were used. The measurements were performed in a sample 

cell made of 1 mm-thick CaF2 windows and a 100 μm Teflon spacer at room temperature, 22 ± 0.5 

°C. 
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5.3. Results 

5.3.1. Linear FTIR Measurement 
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Figure 5.2. Solvent-subtracted infrared absorption spectra of C6 in CDCl3. 

The linear absorption spectra of C6 (Fig. 5.2) in the fingerprint region feature intense peaks 

at 1460 and 1500 cm−1 and medium strength peaks at 1600, 1435, 1400 cm−1 and 1355 cm-1.  

5.3.2. Multiple Oscillations in Cross Peaks in the Fingerprint Region 

  

Figure 5.3. 2DIR spectrum of C6 measured at T= 0.6 ps. The boxes indicate the integration area of 
various diagonals and cross peaks, where the color of the box indicates the main contributors for 
each peak in reference to colors in Figure 5.1. Cross-peaks that indicate the presence of oscillations 
are denoted by the letter “O”. The spectrum was combined from two parts with ωt smaller and 
larger than 1500 cm-1. The FTIR spectrum of C6 is attached as top panel.
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The rephasing 2DIR measurements for C6 in CDCl3 were performed in the fingerprint region 

(1300-1650 cm-1) using 3-beam photon-echo 2DIR instrument. The magnitude rephasing 2DIR 

spectrum measured at T = 0.6 ps shown in Figure 5.3. Upon analysis of the waiting time dependences, 

many cross-peaks were found to show QB in the waiting time dependence (Fig. 5.3, denoted by “O”). 

Figure 5.4. shows the waiting time oscillations of various cross peaks. The traces were fitted with a 

two-exponential function augmented with an exponentially damped oscillatory component. (Eq. 5.1.), 

shown with red lines in Figure 5.4, while the fit parameters are provided in Table 5.1.  
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Figure 5.4. Waiting-time dependences of the indicated cross peaks for C6. The inset shows the 2DIR 
spectrum measured at 4.3 ps with red boxes indicating the cross-peak integration regions. Red lines 
show fits of the oscillations with Equation 5.1. 
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𝑦(𝑇) = 𝑦0 + 𝐴1𝑒
−

𝑇

𝑇1 + 𝐴2𝑒
−

𝑇

𝑇2 + 𝐴3𝑒
−

𝑇

𝑇3cos (
2𝜋𝑇

𝑇0
+ 𝜑π)           (5.1) 

Table 5.1. Fit Parameters for C6 Cross Peaks (Rephasing) 

Cross peak T1, ps T2, ps T0, ps φ A2/A1 
Oscillation 
Freq., cm-1 

Dominant 
Contribution 

1500/1360 4.1 ± 0.2 7.2 ± 0.3 1.29 ± 0.1 1.9 ± 0.1 2.6 ± 0.2 142.8 F5Ph/F5Ph 

1500/1435 5.6 ± 0.5 
0.43 ± 
0.11 

0.53 ± 
0.02 

0.83 ± 
0.03 

0.92 ± 
0.05 

63.1 F5Ph/Tri 

1500/1455 
0.53 ± 
0.17 

11.9 ± 0.5 
0.76 ± 
0.01 

0.91 ± 
0.01 

6.7 ± 0.1 43.7 F5Ph/Tri 

1500/1545 7.1 ± 0.2 
0.78 ± 
0.11 

0.75 ± 
0.01 

1.5 ± 0.1 
0.39 ± 
0.05 

44.3 F5Ph/Tri 

1500/1355 25.1 ± 0.6 25.1 ± 0.5 
0.23 ± 
0.02 

1.05 ± 
0.09 

1.0 ± 0.5 141.0 F5Ph/Tri 

1455/1500 
0.30 ± 
0.07 

10.4 ± 0.8 
0.80 ± 
0.01 

0.96 ± 
0.02 

1.8 ± 0.1 41.6 Tri/F5Ph 

1455/1435 3.3 ± 0.9 10.4 ± 0.7 1.6 ± 0.04 
0.79 ± 
0.07 

0.44 ± 0.1 20.2 Tri/Tri 

1455/1360 
0.31 ± 
0.16 

1.8 ±0.3 
0.33 ± 
0.01 

1.3 ±0.01 4.3 ± 0.1 101.6 Tri/Tri 

1435/1360 2.5 ± 0.2 
0.62 ± 
0.35 

0.42 ± 
0.01 

0.16 ± 
0.11 

1.7 ± 0.2 78.7 Tri/Tri 

1360/1455 2.5 ± 0.9 10.5 ±0.4 
0.33 ± 
0.02 

0.7 ± 0.1 1.2 ± 0.1 101.2 Tri/Tri 

1355/1500 9.2 ± 0.7 
0.90 ± 

0.18 

0.23 ± 

0.01 

1.84 ± 

0.02 

0.37 ± 

0.02 
144.0 Tri/F5Ph 

 

The frequency of the oscillation between two modes can be determined by measuring the difference 

in frequency of the cross-peak. Additionally, from the fit parameters (Table 5.1), the oscillation 

frequency of all cross-peaks can also be calculated by: 

Δ𝜐 =
1

𝑐(𝑇0)
                 (5.2) 

Where c is the speed of light, and T0 is the period of the oscillations. The accuracy of the oscillation 

frequency derived from the T0 value obtained by fitting the oscillations is high in comparison to the 

frequency difference between the two modes of the cross-peak.
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5.3.3. Diagonal Peaks in the Fingerprint Region 

Diagonal rephasing 2DIR peaks were measured for all the main peaks in C6, and the waiting 

time traces were used to determine the lifetimes. The descriptions of the diagonal peaks in the 

fingerprint region were previously discussed in Chapter 4.3.5. Analysis of the waiting time kinetics 

yielded a decay, with no waiting time oscillations present.  
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Figure 5.5. Scaled waiting-time traces for the (a) 1455 cm-1 and (b) 1500 cm-1 diagonal peaks for C6. 
The insets in both show rephasing 2DIR spectra measured at 1.6 ps, with the integration region 
indicated by the red box. The peaks were fitted globally with a double-exponential decay function (red 
lines) and the results of the fit are shown in Table 4.4. 

 

5.3.4. Non-rephasing Measurements 

Rephasing and non-rephasing measurements are two types of experiments performed in 2DIR 

spectroscopy. During the measurement, three wave vectors are used: 𝑘1, 𝑘2 and 𝑘3 giving rise to two 

signals, rephasing (𝑘R=−𝑘1+𝑘2+𝑘3) and non-rephasing (𝑘𝑁𝑅=𝑘1−𝑘2+𝑘3). Swapping the timing of 𝑘1 

and 𝑘2 enables performing the rephasing and non-rephasing sequences using the same beam alignment 

and signal direction.
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Figure 5.6. Scaled waiting-time traces for indicated non-rephasing (a) diagonal and (b) cross peaks 
for C6. The insets show 2DIR spectra measured at 1.6 ps, with the integration regions shown with the 
red box. The waiting time trace for the 1500 cm-1 diagonal was fit with Eqn 5.1 (red line). 

 

Non-rephasing diagonal 2DIR spectra were measured in the fingerprint region for C6 in 

CDCl3. The waiting time kinetics of the two strongest IR peaks at 1455 and 1500 cm-1, as well as both 

cross-peaks are shown in Fig. 5.6. Although there are no evident oscillations visible in the cross-peaks, 

the 1500 cm-1 diagonal peak exhibits oscillation. Equation 5.1 was used to fit the 1500 cm-1 diagonal 

(Figure 5.6b, right), and its period corresponds to that of the 1455/1500 cm-1 and 1500/1455 cm-1 

cross-peaks obtained from the rephasing measurements.  

 

5.4. Discussion  

Nonlinear optical spectroscopies are powerful techniques for investigating the dynamics of 

condensed phase systems, including excitonic systems. Feynman diagrams have long been a crucial 

tool in simple representation of various 2DIR peak contributions and in calculating and interpretating 

the spectra.227 Feynman diagrams offer a clear and succinct visual representation of the contributions 

of time-dependent perturbation theory to spectroscopic signals. To better understand the energy 
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transfer processes at play within C6, this section will delve into the specific Feynman pathways 

involved in these processes. Feynman diagrams are frequently employed to depict the time-dependent 

changes in the system's density matrix through the four-point correlation functions, which are referred 

to as Liouville pathways. By examining these pathways in detail, a deeper understanding of the 

complex dynamics at work in this system is gained. 

5.4.1. Isolating Frequency Components 

Fourier transformation (FT) was performed to see if other beat frequencies are involved. The 

oscillatory component was isolated by subtracting the non-oscillating portion of the fit with Eq. 5.1 

from the data. The spectrum obtained for the 1500/1360 cm-1 cross peak (Fig. 5.4, labeled) shows a 

single peak centered at 143.0 ± 0.4 cm-1 (Fig. 5.7c, blue line) and the full width at half maximum of 21 

± 1 cm-1, revealed from its fit with a Lorentzian function (Fig. 5.7c, red line). The short damping time 

(0.97 ps) results in a rather broad FT peak (fwhm = 21 cm-1).  
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Figure 5.7. (a) Waiting-time dependence of the 1500/1360 cm-1 rephasing cross-peak. The fit with 
Eq. 5.1 is shown with the red line, and the non-oscillations component of the fit is shown in green. 
(b) Waiting-time dependence of the same cross-peak, after the subtraction of the non-osc. fit from 
the data (c) Fourier transform of the oscillatory component shown in panel (b), fitted with a 
Lorentzian function (red line).    

This Fourier transform approach was applied to all cross-peaks of C6 in the fingerprint region, 

and all the oscillatory waiting-time dependencies only revealed one peak. From this, we determined 

that the oscillations are dominated by a single frequency.  It is interesting to note that in metal 

carbonyls such as Fe(CO)3, oscillations were recorded up to 12 ps,224 and Fourier transforming the 

oscillations revealed several contributions, which was attributed to dark and bright vibrational modes 

present in metal carbonyls. However, short life- and dephasing times of the vibrational states of C6 

result in a smaller time window the oscillations are visible, making it difficult to see multiple frequency 

contributions in the oscillations. 
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5.4.2. Rephasing vs. Non-rephasing Sequences 

The difference between rephasing and non-rephasing measurements lies in the way the 

vibrational states of the molecules in the sample are accessed. 

 

Figure. 5.8. Phase of the signal as a function of time. Blue dotted line represents non-rephasing signal 
while the red line represents the rephasing signal.     
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Figure 5.9. Double-sided Feynman diagrams associated with the (a) rephasing (𝑘𝑅=−𝑘1+𝑘2+𝑘3) 

and (b) the non-rephasing (𝑘𝑁𝑅=𝑘1−𝑘2+𝑘3) 2DIR peaks. The pathways leading to a diagonal peak 
are categorized as ground state bleach (GSB), stimulated emission (SE), or excited state absorption 
(ESA). In the rephasing sequence, the cross-peaks showcase coherent oscillations, while in the non-
rephasing sequence, the diagonal peaks demonstrate coherent oscillations. The yellow boxes represent 
population states during the waiting time, while the red boxes represent the presence of coherent 
states which oscillate during T.
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Figure 5.9 depicts the Liouville pathways corresponding to (a) rephasing and (b) non-rephasing 

pulse sequences. The time goes upwards from the bottom and the arrows indicate field-matter 

interactions. The state of the density matrix after each interaction is indicated within the diagram.  

5.4.3. Origin of Coherent Oscillations 

There are numerous Feynman pathways that can contribute to 2DIR spectra features. 

Quantum beats observed during the waiting time are linked to fully coherent Liouville pathways, where 

a coherent state |A⟩⟨B| or |B⟩⟨A| is produced after interaction with the second pulse, resulting in 

oscillations during the waiting time (labeled as osc. in Fig. 5.9). Oscillations caused by QBs were 

present in many of the rephasing waiting-time traces. In addition to QB contribution, coherence 

transfer pathways can contribute to coherent oscillations. CT involves the transfer of a coherent 

superposition of two states, |A⟩⟨B|, to another coherent superposition of states, |A⟩⟨C|. This 

process provides valuable information about the coupling between different vibrational modes and 

can be used to investigate the dynamics of chemical reactions and energy transfer in complex 

molecular systems. Population transfer (PT), on the other hand, involves the transfer of the population 

of two states, |A⟩⟨A|, to another state in the system, |B⟩⟨B|, and does not induce waiting-time 

oscillations (see below).   

The coupling between the quantum states creates an interference pattern, which causes the 

system to oscillate between the different states at a frequency determined by the energy difference 

between them. In RA 2DIR, both pump pulses are spectrally broad, resulting in the formation of new 

pathways capable of generation quantum beats (QB) and coherence transfer (CT). In this section, we 

focus on determining the importance of CT and QB pathways. After excitation from the ground state 

|0⟩⟨0| to an excited state |0⟩⟨A| at 𝜔𝐴, a second interaction (𝜔𝐵) causes the system to be in a 

coherent superposition |B⟩⟨A| (red boxes), resulting in the presence of QBs (Fig. 5.9a). In addition 

to the fully coherent QB cross-peak pathways, there are conventional pathways that do not oscillate, 

which exist alongside them. These pathways create a population state of either |A⟩⟨A| or |0⟩⟨0| 

when the second pulse (𝜔𝐴) is applied, as shown in Figure 5.9a. The decay of the |A⟩⟨A| state over 

time is determined by the lifetime of state A, which is approximately 1 ps for C6. As a result, the non-

oscillating pathways depicted in Figure 5.9a have a significant effect only at short waiting times. 
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Figure 5.10. Double-sided rephasing Feynman diagrams associated with the labeled pathways: (a) 
population transfer and (b) relaxation-assisted. The yellow boxes represent a population state. Note 
that none of these diagrams exhibit oscillations during the waiting time. 

However, they are replaced by other pathways that involve population transfer between modes 

A and B (Fig. 5.10a) and the population relaxation, where the population of state A is transferred into 

other modes in the molecule, denoted as X (Figure 5.10b). Here, the waiting time dependence, T, is 

dependent on the number of population transfers between various  states |X⟩⟨X|. We observed 

waiting times of up to ~15 ps for νC≡C/toluyl cross-peaks in C6, so one would expect contributions 

from many |X⟩⟨X| states at large T. The relaxation of state A results in the population of other modes 

that are strongly coupled to mode B and contribute to the A/B cross peak at longer T delays.  

5.4.4. Diagonal Peaks in the Fingerprint Region  

In both rephasing and non-rephasing measurements, diagonal peaks are observed in 2DIR 

spectra, representing transitions from a vibrational state to itself. No oscillations were observed in the 

rephasing measurements of the 1455 and 1500 diagonal peaks (Fig. 5.4). This process can be described 

with Feynman diagrams (Fig 5.9a, SE, GSB and ESA). Here, the first pulse (𝜔𝐴, pump pulse) promotes 

the molecule to a population state |A⟩⟨A| (Fig 5.9a, yellow boxes). After a delay time tau, a second 

pulse (𝜔𝐴, probe pulse) is applied, which induces a transition from the populated to another higher 

energy state. The rephasing signal is obtained by detecting the emitted signal with the same phase as 

the pump pulse. Therefore, we can conclude that the absence of oscillations aligns with our 

expectation based on the Feynman diagrams.
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Next, we focus on the non-rephasing measurements of the 1455 and 1500 cm-1 diagonal peaks 

(Fig. 5.6 a).  The first (ωA) and second (ωB) beam have to excite different transitions even though 

they come from the same OPA (close frequency values).  Hence, oscillations should be observed in 

the waiting time trace of the diagonal peaks from non-rephasing measurements. The presence of weak 

oscillations can be seen in the 1500 cm-1 diagonal peak for non-rephasing measurements (Fig. 5.6a, 

right). From this, we can infer that the Feynman diagram that represents the non-rephasing diagonals 

are shown in Fig. 5.9b (SE, GSB, ESA), where only transition from the initial state to a population 

state |A⟩⟨A| or back to the ground state |0⟩⟨0| occurs.  

Why are the oscillations in the diagonals in the non-rephasing measurements so weak? The 

significant discrepancy in intensity between the diagonal (~25) and the cross-peaks (~7) (Fig 5.6) 

resulting in oscillations with small contribution relative to non-oscillating peaks. Some of the 

oscillations are too weak to be detected atop of stronger non-oscillation signals and could potentially 

be lost in noise.  

 

5.4.5. Suppressing Quantum Beat Oscillations 

The utilization of two ultrafast, broadband IR pump pulses in combination with an ultrafast 

probe pulse optimizes the experimental time and frequency resolution in 2DIR measurements, 

allowing one to measure the coherence time of the studied quantum system and introducing QB and 

CT pathways. In experiments where the PT states are the main pathways studied, it may be desirable 

to eliminate QB oscillations in 2DIR spectra.  

We attempted to use our 3-beam photon echo setup to suppress QB oscillations. To achieve 

this, we focused the center of the pump pulse at ~1325 cm-1 (Fig. 5.11a), and the probe pulse at 1425 

cm-1 (Fig. 5.11c), hoping to limit the QB oscillations of the cross peaks in the 1600/1500 cm-1 area. 

Similarly, we conducted other measurements by focusing the center of the pump pulse at 1600 cm-1 

(Fig. 5.11b) and the probe pulse in the similar region of 1425 cm-1 (Fig 5.11c) to suppress QB 

oscillations of the cross-peaks in the 1300/1500 cm-1. Although the 2DIR spectra (Fig. 5.12 a,b) 

showed reduced cross-peak intensity, QB oscillations were still present, albeit weaker and noisier. 

We realized that while we could conduct experiments to minimize QB oscillations, it was not 

feasible for a three-beam photon echo spectrometer to fully eliminate them as the pulse spectra 

remained broad.  Pulse shaping would be useful for suppressing QB oscillations fully. 
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Figure 5.11. Beam profile of the (a,b) pump laser pulses used in 3-beam 2DIR instrument, centered 
at 1358 and 1610 cm-1 in separate experiments, while the (c) probe laser pulse centered at 1431 cm-1 
is the same for both experiments.  

  

Figure 5.12. 2DIR magnitude spectrum of C6 at T = 1.38 ps for (a) 1350/1450 cm-1 pump/probe 
and (b) 1600/1450 cm-1 pump/probe. 

In contrast to CT, double-CT involves the transfer of 

vibrational coherence from one mode to another via a third mode and 

can be used to study the anharmonic coupling between the vibrational 

modes. The third interaction (𝜔𝐵) prepares a coherence involving a 

two-quanta state (|2B⟩⟨B| → |AB⟩⟨B|), and the overall diagram 

involves two CT steps. The pulse-shaping technique allows for the 

suppression of QB oscillations and limits the accessible pathways to just 

PT and conventional pathways. For QB (Fig. 5.9a, osc.) and double-CT 

 

Figure. 5.13. Feynman 
diagram for double-CT 
pathway. 
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pathways (Fig. 5.13), the first and second excitation must have different transitions (i.e. ωA and ωB).  

Pulse shaping is a technique used in the field of optics to manipulate the temporal profile of 

laser pulses. It involves modifying the intensity and phase of different frequency components of a 

laser pulse, in order to achieve a desired spectral shape.228 The objective of the pulse-shaping 

experiments was to suppress QB oscillations and restrict the accessible energy pathways. Marroux et 

al. effectively reduced QB oscillations in 2DIR spectra of a rhodium dicarbonyl complex, 

acetylacetonato dicarbonyl rhodium (RDC), by implementing a pulse-shaping method.226 In a separate 

study, Fayer and his colleagues employed a similar method to diminish QB oscillations in their analysis 

of center line slope changes in 2DIR spectra of a metal-organic framework.229 Previous research has 

focused on metal carbonyls to investigate the feasibility of suppressing QB oscillations in C6 with the 

pulse-shaping method. Our laboratory implemented a similar pulse shaping method to address this 

issue. Junhan Zhou and Artem Sribnyi carried out the pulse-shaping experiments utilizing a home-

built 2-Beam 2DIR instrument with a pulse shaper, and they were able to effectively eliminate QB in 

2DIR spectra with the use of spectrally-narrow pulses.  

 

5.5. Conclusion 

In summary, the use of quantum beat oscillations (QBOs) in cross-peaks has the potential to 

identify strongly coupled states within the same functional group, allowing for effective identification 

of functional group peaks in complex linear and 2DIR spectra with multiple overlapping peaks. The 

presence of harmonic delocalization often results in strong off-diagonal anharmonicities, which can 

be observed in several structural motifs through an extended pattern of oscillatory 2DIR peaks. 



 

CHAPTER 6 

Nanofabrication of Gold Arrays 

 

The latest advancements in nanofabrication techniques have opened up exciting possibilities for 

creating high-precision nanometer-size structures. By activating surface plasmons on the surfaces of 

metal nanostructures, we can trigger a localized surface plasmon resonance (LSPR), which amplifies 

optical spectroscopy techniques like surface enhanced infrared absorption (SEIRA) spectroscopy. The 

precise manufacturing has opened exciting possibilities for developing new and more sensitive 

detection methods for a range of applications. One of the promising applications of nanofabrication 

is the construction of ordered arrays of nanostructures. By fabricating such arrays, a thousand-fold 

enhancement in IR intensity extinction signals of molecular transitions of compounds in the vicinity 

of the metal surface can be achieved, making such arrays particularly useful for spectroscopic studies. 

In this chapter, a comprehensive description of the production of well-ordered gold nanoarrays using 

electron-beam lithography is provided. These arrays consist of nanorods of various lengths and 

widths, and we have characterized them using several techniques, including scanning electron 

microscopy, atomic force microscopy, and infrared spectroscopy. Moreover, we explore the 

possibilities of tuning the surface plasmon resonances of these structures across m-IR wavelengths by 

altering different parameters such as nanorod length, width, and spacing. Such fine-tuning enables us 

to customize the optical properties of these structures, making them ideal for various applications. 

The future prospects of these nanostructured arrays are promising. For example, they can be used to 

develop an electrochemical cell that can be utilized for molecular adsorption to modify electronic 

properties. This approach has the potential to revolutionize the development of nanoscale devices, 

including sensors, optical switches, and electronic devices. 
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6.1. Introduction 

In recent years, the fabrication of periodic arrays of nanostructures has been of great interest 

due to their size-dependent properties230. These nanostructures have found potential applications as 

biosensors231-234, chemical sensors235-238 and optical devices.239-243In recent years, the fabrication of 

periodic arrays of nanostructures has been of great interest due to their size-dependent properties230. 

These nanostructures have found potential applications as biosensors231-234, chemical sensors235-238 and 

optical devices.239-243 These nanostructures are also useful in the study of surface enhanced plasmon 

resonance.244 A variety of techniques have been developed to fabricate arrays of nanoparticles. Among 

these techniques, electron beam lithography and optical lithography are capable of fabricating arrays 

of nanoparticles with excellent size, shape, and spacing control.   

Recent advancements in the field of surface-enhanced infrared absorption (SEIRA) vibrational 

spectroscopy have led to significant progress in detecting and characterizing molecules at the 

nanoscale level. This technique relies on the interaction between molecules and locally enhanced near-

fields, induced by plasmon resonances excited on the surface of gold nanostructures. Work by Mackin 

et al. has demonstrated that gold nanoantennas can effectively localize and amplify vibrational signals 

from nearby molecules. Specifically, when excited at the frequency of their plasmon resonance, gold 

nanoantennas generate enhanced near-fields that are closely localized to the metal surface. This effect 

dramatically enhances the sensitivity of SEIRA spectroscopy, enabling the detection nearby molecules 

with high precision and accuracy.245   

To conduct a comprehensive examination of size-dependent properties, an optimal 

nanofabrication technique should possess certain characteristics. First, it should be applicable to a 

variety of materials and substrates, affordable, and offer flexibility in nanoparticle size, shape, and 

spacing parameters. Additionally, the fabrication method should enable parallel processing to increase 

productivity. While many standard lithographic techniques can create controlled nanostructures, 

photolithography is the most commonly used,246 although it has limitations due to its diffraction-

limited resolution of ca. λ/2. Hence, photolithography has not been widely adopted for 

nanofabrication of nanostructures. 

 As a result, it is challenging to produce high-quality nanoscale features using conventional 

photolithography. To address these limitations, various new nano-fabrication techniques have 

emerged, including electron-beam lithography,247 focused-ion lithography,248 dip-pen lithography,249 
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laser interference lithography,250 nanosphere lithography251 and nanoimprint lithography.252 The ideal 

nanofabrication technique should be cost-effective, have high throughput, high resolution, and offer 

great flexibility to customize the size and shape of the nanostructures.  

Electron Beam Lithography (EBL) is a relevant technique to the nanoscience community as it 

enables the production of precise structures at the nanoscale. The technique of EBL operates on the 

principle that some chemicals undergo changes in their properties when exposed to electrons, much 

like how photographic film responds to light. By precisely controlling the position of the electron 

beam using a computer, it is feasible to generate customized structures on a surface, which enables 

the direct transfer of the original digital image onto the target substrate. For incorporating EBL into 

a manufacturing process, it is crucial to achieve both precision and speed, in addition to maintaining 

control and yield throughout the nanofabrication processes. During the EBL process, the electron-

beam resist coating is exposed by an electron-beam and the exposed resist is then developed and 

dissolved in a solvent. The resulting patterned resist serves as a temporary mask in subsequent 

deposition or etching procedures to create metallic nanostructures. Finally, in the lift-off process, the 

substrate is submerged in a solvent bath to remove both the remaining resist and any unwanted 

materials. 

The initial motivation behind creating surfaces with precisely defined, periodic nanostructures 

was to enhance our understanding of the mechanisms responsible for surface-enhanced infrared 

absorption spectroscopy (SEIRA). The ability to induce localized surface plasmon resonance (LSPR) 

in the m-IR has led to the fabrication of an array of gold nanoantennas with a relatively long length 

on a CaF2 substrate. By varying the rod length and aspect ratio (ratio of length to width), it was 

observed that the LSPR wavelength of optical antennae experiences a red shift as the rod length is 

increased. In addition to simple antenna structures, the electrochemical capabilities of gold were also 

explored by creating connected arrays, with each side joined to connectors where a potential could be 

applied. The array could be frequency-tuned to match the IR vibrational mode of the molecule under 

investigation, and electronically induced changes could be applied to the molecule by chemically 

adsorbing it to the gold array using a thiol-gold bond. This chapter provides a comprehensive account 

of the fabrication process for gold nanoarrays and the potential applications of these structures. 
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6.2. Experimental Details 

6.2.1. Nanoarray Fabrication 

Gandman et al. have previously reported on a fabrication methodology for gold on CaF2 

windows.244 Their research demonstrated that by using periodic arrays of gold, the near fields in close 

proximity to the gold surface can be enhanced, resulting in the amplification of vibrational signals 

emitted by nearby molecules at the frequency of their plasmon resonance. Building on this 

methodology, I present modifications and improvements that enable the fabrication of more complex 

structures. 

In addition to simple gold nanostructures, the modified methodology also enables the 

fabrication of more complex structures, such as interconnected arrays and nanogaps. The fabrication 

of these structures requires additional steps, such as multiple layers of resist and selective deposition 

of gold, but the resulting structures offer enhanced sensitivity and tunability in SEIRA. The modified 

methodology presented in this work offers an improved and versatile approach for the fabrication of 

gold structures on calcium fluoride substrates. The resulting structures offer great potential for a wide 

range of applications in SEIRA and other areas of nanotechnology. 

 

Figure 6.1. Schematic representation of the nanofabrication process sequence. 
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To prepare the samples for the experiment, a 

CaF2 wafer with a diameter of 1 in was used. Two layers 

of poly methyl methacrylate (PMMA, Microchem) were 

spin-coated onto the wafer at 3000 rpm for 60 seconds. 

The first layer applied was 495-A2, followed by 950-A3, 

and both were placed a hotplate at 180°C for one minute 

each, to increase adhesion to the substrate and remove 

any residual solvent. This process resulted in a ~320 nm 

thick layer of PMMA resist. The double resist layer 

approach was implemented to reduce undercutting 

resist in thicker deposited materials. To verify the 

PMMA thickness, AFM (Bruker Dimension XR) 

imaging was performed, and the cross section was 

analyzed (Fig. 6.2). A 20 nm-thick layer of chromium 

was deposited on top of the PMMA resist layer using an 

electron-beam physical vapor deposition (EBPVD) 

system (Angstrom Engineering). Chromium served as 

an anti-charging layer to prevent electron buildup on the CaF2 

substrate during electron beam exposure. Electron Beam 

Lithography (EBL) was performed using a 50 kV acceleration 

voltage system (Raith Voyager System). The column was operated 

in high-mid current mode with a 50 µm aperture size. To calibrate 

exposure, cylindrical test structures were imaged to correct 

astigmatism and ensure proper beam focusing. The e-beam current 

was measured using a Faraday cup on the sample holder and was 

determined to be ~6200 pA. Based on this measurement, the dwell 

time and speed were calculated with a fixed e-beam exposure area 

step size of 0.02 µm and line size of 0.0005 µm. A base dose of 750 

µC/cm2 was set for ~320 nm of PMMA resist, and a 500 x 500 

µm2 writefield was used. The plasmonic arrays were patterned with a single unit cell dimension of 2.95 

× 2.2 µm2, and the single bar dimensions were 1.95 × 0.26 × 0.08 µm3 (Fig. 6.3) This precise and 

 

Figure. 6.3.  Size of the 
array unit cell (1) 

 
Figure 6.2. (a) AFM amplitude image 
of the cross section of PMMA resist and 
CaF2 substrate. (b) The resulting cross 
section of the PMMA. 
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careful calibration and design of the EBL process allowed for the fabrication of high-quality and 

uniform nanostructures. 

After the e-beam exposure, the next step involved removing the chromium layer using a 

chromium etchant solution. To dissolve the exposed PMMA layer, a solution of methyl isobutyl 

ketone and 2-propanol (MIBK:IPA 1:3, Microchem) was used. The development process was stopped 

by dipping the wafer in isopropanol for 20 seconds, all of which was carried out at room temperature. 

Next, a chromium adhesion layer of 5 nm thickness was deposited onto the sample by EBPVD, 

followed by deposition of an 80 nm layer of gold. Finally, a lift-off process was carried out in acetone 

for 5 minutes at room temperature, and the wafer was then rinsed in isopropyl for 30 seconds. Optical 

microscopy was used to examine the final product, which showed a uniform array. However, some 

stitching errors were observed between individual writefields (Fig. 6.4). To fix this issue, further writes 

were conducted using a writefield of size 499.4 × 498.55 µm2 representing whole number of unit cells 

in each direction and ensuring equal spacing of unit cells between adjacent writefields. 

  

Figure 6.4. Optical microscopy images of the stitching error (red boxes) between two writefields, 
when unit cell spacing is not taken into consideration. 
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6.3. Results and Discussion 

6.3.1. Linear Spectroscopy of Gold Arrays 

Infrared gold antennas localize enhanced near fields close to the metal surface, when excited 

at the frequency of their plasmon resonance, and amplify vibrational signals from the nearby 

molecules.244 In particular, FTIR spectroscopy of gold nanoarrays can reveal information about the 

localized surface plasmon resonances (LSPRs) of the nanoparticles. Nanoplasmonic applications often 

require the use of highly sensitive noble metals, and among them, silver (Ag) is particularly sensitive. 

Nonetheless, in wet environments like aqueous and organic solvents, Ag tends to oxidize, which can 

result in inadequate adhesion between Ag and dielectrics.253 This limitation makes Ag less suitable for 

biosensing applications. As a result, gold has become a more popular alternative due to its chemical 

stability and high conductivity. In the case of gold nanoarrays, the LSPRs are particularly strong due 

to the unique electronic properties of gold. The FTIR spectra of these nanoarrays can be used to 

probe the plasmonic response of the nanoparticles, which can provide information about the relative 

size of the individual nanoparticles within the array.  

 

Figure 6.5. Optical setup for FTIR measurement with nanoarrays.  A wire grid polarizer selects the 
polarization of mid-IR radiating parallel (or perpendicular) to the direction of the individual bars of 
the array. Because of the small size of the nanoarray, an aperture is used to eliminate the radiation 
passing around the array. The aperture should be placed close to the array, typically within 1 cm 
distance.   

Modifications were made to the FTIR instrument for measuring extinction spectra of 

plasmonic array samples (Fig. 6.5). A gold wire-grid polarizer was placed before the sample to allow 

for selection of IR radiation which is either parallel or perpendicular to the long axis of the antennas. 

A series of infrared spectroscopy measurements were conducted on the gold nanoarrays at parallel 

polarization. If the array is placed so that the radiating is parallel to the bars, an IR peak would be 

observed corresponding to LSPR of the array. FTIR measurements on a gold array with individual 
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bars measuring 1.95 × 0.26 µm2, displayed a peak at 1868 cm-1 and had a maximum absorbance of 

0.73 OD (Fig. 6.6) (the packing distance also affects the central frequency).  
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Figure 6.6. Linear spectrum of the plasmonic antenna array, where an individual array was 1.95 × 
0.26 µm2 (see Fig. 6.3) 

 

6.3.2. Electron Scattering in the Resist Layer Affects PMMA Dose 

When writing features in a thick resist layer, the dose of exposure to the e-beam needs to be 

appropriate. A common challenge is dose insufficiency, which occurs when the electron beam 

resolution approaches the focal spot size. Thus, a loss of resolution during patterning originates from 

electron scattering due to the proximity effect. The proximity effect is the phenomenon that occurs 

when the electrons penetrate solid materials, such as the PMMA resist, and their interaction results in 

scatterings. The electrons interact with the resist and create secondary electrons that can cause 

exposure in unintended areas. This effect results in a dose distribution that is broader than expected, 

leading to a reduction in resolution and feature fidelity.
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  During electron-solid interaction, there are two 

types of electron scatterings that occur: small angle 

scattering (forward scattering, FSE) and large angle 

scattering (backscattering, BSE). The FSE (Fig. 6.7, 

green arrow) broadens the initial beam diameter, while 

the BSE (Fig. 6.7, blue arrow) causes the proximity 

effect. The scattered electrons from both types of 

scattering create secondary electrons (SE, Fig. 6.7, 

yellow circles). Although both types of scatterings 

contribute to the proximity effect, the range of BSE is 

much larger than that of FSE, making BSE more 

significant in this effect. As a result, nearby features 

can scatter electrons that alter the dose the pattern receives, leading to broadening or distortion of the 

intended feature. 

The proximity effect can result in a narrow line between two large and exposed areas receiving 

so many scattered electrons that it can be developed away in a positive resist. To mitigate this effect, 

several process parameters can be optimized. For example, a high acceleration voltage can be used in 

the electron beam lithography tool to reduce the broadening effect caused by scattering. The resist 

type also plays a critical role in determining the proximity effect. Using resists that exhibit a lower 

sensitivity to secondary electron scattering, such as hydrogen silsesquioxane (HSQ), can reduce the 

proximity effect and improve the resolution of the pattern. 

To achieve optimal results in exposure, it is essential to determine the required specifications 

for the resist layer and the dose necessary to clear it. To determine the clearing dose for the resist layer, 

a 320 nm layer of PMMA was spin-coated onto a calcium wafer, followed by a 20 nm layer of 

chromium. The original array pattern was used for this experiment, where the dimension of individual 

bars was set to 1.95×0.26 µm2. A total of 30 writefields measuring 500 x 500 µm2 were patterned, 

using doses ranging from 300 to 1550 µC/cm2. The e-beam system employed in this study exposed 

the individual writefield patterns multiple times by gradually increasing the dose in small steps. This 

approach allowed for precise control over the dose applied to each writefield, resulting in an accurate 

determination of the clearing dose for the resist layer.

 

Figure 6.7. A representation of the 
interactions of an electron beam with a 
resist layer on a substrate. The scattering 
of electrons causes unintentional exposure 
of resist (proximity effect) 
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Figure 6.8. SEM images of nanoarrays exposed at (A) 300 µC/cm2 (B) 500 µC/cm2 (C) 650 µC/cm2 

and (D) 1550 µC/cm2.  

After exposure, the PMMA is immersed in a Cr etchant for 30 seconds and a PMMA developer 

solution (MIBK:IPA 1:3) for 60 seconds, which results in the development of the desired 

nanostructures. To prevent further development of the PMMA layer, it is then rinsed in IPA for 30 

seconds. After development is complete, a 20 nm layer of Cr was deposited on top of the developed 

PMMA by EBPVD, and the resulting structures were imaged using scanning electron microscopy 

(SEM). Figure 6.8 displays SEM images of the nanoarray obtained at different exposure doses. The 

SEM images in Figure 6.8 show  the effects of varying doses on the patterned structures.  

In Scanning Electron Microscopy (SEM), contrast in images is generated by detecting and 

measuring the intensity of the secondary electrons, backscattered electrons, or both, that are emitted 

from the sample surface as a result of interaction with the electron beam. In this chapter, SE imaging 

is used as it provides higher resolution and greater sensitivity to surface features tham BSE imaging. 

Topographic contrast in Scanning Electron Microscopy (SEM) refers to the variation in brightness 

and darkness of the sample surface features due to differences in height or depth. This contrast is 

generated by detecting and measuring the intensity of the secondary electrons or backscattered 

electrons emitted from the sample surface. SEs are sensitive to the topography and roughness of the 

sample, and are emittedd preferentially from the raised areas of the sample. Hence, in SEM images, 

the brighter areas correspond to the higher elevations on the sample while the darker areas correspond 

to the lower elevations. If one SEM image has higher contrast around the edges, it suggests that the 

surface of the nanostructure has steeper edges or sharper features. 

At the lowest dose of 300 µC/cm2 (Fig. 6.8(a)), the bar had a dimension of 1.94×0.21 µm2, 

which was smaller than the preset design.. As seen from the low contrast in the image, it suggests thatt 

the nanostructure has a more gradual transition between surfaces. The most likely explanation is that 

the resist was not completely cleared, possibly due to the low dose used. At the clearing dose of 500 



      Tuning Frequency Selectivity of Antennas 123 

µC/cm2 (Fig. 6.8(b)), the bar had a dimension of 1.92×0.17 µm2. At the optimal clearing dose of 650 

µC/cm2, the bar had the exact dimensions as in the preset pattern, i.e., 1.95×0.26 µm2. However, at a 

high dose of 1550 µC/cm2, the bar had a dimension of 1.97×0.24 µm2, and the edges of the bar 

appeared rounded. This deformation could be attributed to undesired exposure in the surrounding 

regions at high dose due to the proximity effect. Therefore, it is crucial to determine the optimal dose 

for EBL patterning to achieve high-quality patterns with precise resolution and minimal deformation.  

In this experiment, as the dose increased, the residual 

thickness of the resist in the regions exposed the e-beam decreased 

until the clearing dose was reached, which is the lowest dose that 

entirely removes the resist while maintaining the precise patterning 

parameters of the array. For a 320 nm PMMA resist layer, the 

clearing dose was determined to be Dc = 650 µC/cm2. It's worth 

noting that at higher e-beam doses, deformation in the arrays 

becomes more apparent, as shown in Figure 6.9, underscoring the 

importance of finding the optimal dose for successful patterning. 

6.3.3. Tuning Frequency Selectivity of Antennas 

The central frequency of localized surface plasmon resonance (LSPR) is influenced by various 

parameters, such as the shape, size, and dielectric environment of the nanoparticles. In the case of 

gold nanoantennas, tuning the LSPR can be achieved by adjusting the length of individual bars, 

resulting in a monotonic dependence on their length. This property makes them desirable for 

designing optical antennas with high resonant efficiency and frequency selectivity in the infrared 

region.  As the length of each individual antenna is increased, the peak of the IR extinction spectrum 

undergoes a red shift. 

 

Figure 6.9. SEM image of 

deformed arrays due to high dose 

(1330 µC/cm2) 
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Figure. 6.10. (a) Size of the nanoarray unit cell, designed to have its m-IR peak in the carbonyl region. 
The edited lengths are marked in bold. (b) Linear FTIR extinction of the plasmonic antenna array 
manufactured to the dimensions in panel (a). 

Several nanoarrays were manufactured. The array having the unit cell of 1.95 × 0.26 µm2 and 

bar dimensions of 1.95 × 0.26 µm2 featured an IR peak at 1868 cm-1, which is suitable for studying 

molecules with vibrational frequency at ~1868 cm-1. However, to achieve a better signal enhancement 

of a molecule with a carbonyl moiety, it is ideal to have an array with an m-IR peak at 1700-1750 cm-

1. Therefore, the lengths of each antenna and the unit cell were increased from 1.95 to 2.10 µm and 

from 2.95 to 3.20 µm, respectively, while the widths were kept the same (Fig. 6.10(a)). FTIR 

measurements displayed an IR peak at 1715 cm-1 with ~1.3 OD (Fig. 6.10(b)). Note that the slight dip 

at 1730 cm-1 is due to PMMA absorbance.  

The process for fabricating the gold nanoarrays was identical to the process described in 6.2.1. 

A 10×10 matrix of 500×500 µm writefields was patterned using an EBL tool, resulting in a 5×5 mm 

array. Prior to the final deposition of gold, a 20 nm Cr layer was deposited, and the PMMA mask was 

imaged with SEM. The SEM images indicated no stitching errors between the writefields, and the 

dimensions of each nanoantenna were measured to be 2.10×0.258 µm² (Fig. 6.11(a)). 

    

Figure 6.11. SEM images of antennas fabricated on a CaF2 substrate. The size of an individual array 
is 2.10 × 0.26 µm2
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6.3.4. Design and Fabrication of Nanoarrays for Electrochemical Measurements  

Recent advancements in the development of electrochemical cell chips based on  

functionalized nanometals254 have raised interest in the fabrication of nanopatterned surfaces capable 

of rapid electrochemical scanning of a range of compounds simultaneously. Plasmonic nano-arrays 

have emerged as a valuable tool for electrochemical research due to their remarkable optical sensitivity 

and promising conductivity.255, 256 In the past, signals obtained from electrochemistry were limited to 

representing the average electrochemical process of the bulk samples, even though the  

electrochemical process occurs at the electrode surface.  As a result, plasmonic sensors are now being 

used more frequently as electrodes photoanodes to uncover individual electrochemical reactions.257 

The integration of SPR/LSPR phenomenon with electrochemistry, through the use of plasmonic 

nano-arrays as working electrodes, has the potential to provide a highly effective approach for 

leveraging both optical and electrochemical properties during redox reactions. Li et al. have introduced 

a new spectro-electrochemical technique with optical detection in the visible range in which biosensors 

were created using a hybrid structure of nanohole arrays and gold nanoparticles.258, 259 The working 

electrode was NanoLCA (nanocups). The researchers found that electrochemical-enhanced optical 

LSPR measurements had a better signal-to-noise ratio and lower detection limits compared to 

conventional electrochemical detection.  

One promising direction for advancing the field of electrochemical cells is the development 

of gold-based electrochemical cells on glass substrates. This innovative approach would involve 

depositing a thin layer of gold onto a glass substrate, followed by the formation of a self-assembled 

monolayer (SAM) of molecules on the gold surface. The SAM is functionalized with specific ligands 

or probes that can selectively bind to the target molecules of interest. As a result, we have designed a 

gold-based electrochemical cell, designed to tune the electronic properties of the attached molecule to 

possibly alter the chain properties and thus affect vibrational energy transfer through the molecule.  

The difference between the electrochemical array and the standard array are the connections 

between the individual bars, “wires”, as well as two terminals on the side as a way to apply potential. 

Every alternate row is connected to the same terminals on the side (Fig. 6.12(a)).
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Figure 6.12 (a) Simplified setup of the connected arrays, where orange represents the bars connected 
to the positively charged terminal and brown represents the bars connected to the negatively charged 
terminal. (b) The LSPR field expected from the setup, purple cloud represents a positive charge while 
blue represents a negative charge.  
 

The electrochemical cell has been fabricated on a glass substrate the same process as above. 

However, additional steps were conducted before the first PMMA coating. To form the terminals on 

the side, UV lithography was used. One layer of S1813 (Microchem), 

a positive photoresist, was spin-coated on the surface of a CaF2 wafer 

at 500 rpm for 5 s followed by 4000 rpm for 60 s, resulting in a 1.2 

µm thick layer of photoresist. The wafer was placed on a hotplate at 

100 °C for 3 min. The wafer was loaded into a photolithography tool 

(Suss MJB4), with a photomask placed above it. The photomask 

consisted of the terminal design and four alignment markers and was 

printed on a transparency sheet (Fig. 6.13). The mask selectively 

allows light through the wafer and the pattern is consequently 

recreated on the photoresist. The wafer was exposed to UV light 

(365-405 nm). Following exposure, the wafer was placed in AZ300 

developer (Microchem) for 30s, where the exposed S1813 is 

dissolved. 5 nm of Cr and 80 nm of Au were then deposited using 

EBPVD. The final lift-off was done in acetone for 1 min at room temperature. The sequence of the 

whole process is depicted in Figure 6.14. After the terminals are printed using UV lithography, the 

process outlined in the preceding section was followed. While EBL can also be employed for printing 

the terminals, it has a low throughput, and printing large structures can be time-consuming, even with 

the use of high currents.

 

Figure 6.13. Photomask 
printed on a transparency, 
used for photolithography 
with a positive resist. The 
terminals are the T-bars on 
the side and four alignment 
markers are equally spaced 
around the circumference 
of design. 
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Figure 6.14. Schematic representation of the UV lithography process sequence used to fabricate the 
side terminals. 
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Fig. 6.15 (a) Size of the array unit cell of the electrochemical fabrication. (b) Linear spectrum of the 
plasmonic antenna array of electrochemical cell. 

With the aim to adjust the conjugation properties of poly(p-phenylene) chains, as discussed in 

Chapter 3, an electrochemical cell was devised and made. Note that the presence of thin, bar-

connecting wires affected the central frequency of the plasmon resonance, resulting in a peak at 1771 

cm-1 (Fig. 6.15b), instead of expected ~1642 cm-1 for the array of the same dimensions without 

connecting wires. To tune the LSPR frequency to the carbonyl frequency region, the lengths of the 

bars and the length of the unit cell were increased by 10% from 1.95 to 2.15 μm, resulting in the 

observed LSPR peak at 1771 cm-1 (Fig. 6.15b).  This modification resulted in an appropriate length 

for the nanoarray, where the FTIR peak was observed at 1771 cm-1 (as depicted in Fig. 6.15b). 

Imaging the completed array on SEM is challenging due to the exposed CaF2 substrate which 

contributes to charge buildup. To obtain images of the connected array, SEM imaging was performed 
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after EBL write and before final gold deposition. Prior to imaging, a 20 nm layer of Cr was deposited 

onto the PMMA mask surface using EBPVD. The resulting SEM images (Fig. 6.16) confirmed that 

the dimensions of each bar were 2.15 × 0.26 µm2, and the wires between the bars were visible. 

Furthermore, the images demonstrated that every alternate row of nanobars was connected. 

    

    

Figure 6.16. SEM images of connected antennas pattern in PMMA mask on a CaF2 substrate. The 
size of an individual array is 2.15 × 0.26 µm2 and the width of the connecting wires are ~50 nm thick.  

The use of both a schematic diagram and an actual image enhances the clarity and 

comprehensibility of the experimental setup, allowing for easy interpretation of the data and providing 

a clear visual representation of the results. Figure 6.17 depicts the cartoon scheme and actual array on 

a CaF2 wafer of 1” in diameter.  

      

Figure 6.17. (a)  Schematic representation of a single array and a connected array positioned on the 
same a CaF2 wafer., providing a clear idea of the geometry and size of the structures. The diagram is 
made to scale, providing a realistic sense of the dimensions of the arrays. (b) Actual image of the 
fabricated arrays on a 1” CaF2 wafer providing a visual verification of the successful fabrication of the 
intended structures. 
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6.4. Conclusion 

Fabrication of site-specific nanostructures of desired shape, structure, and composition is probably 

the most desirable goal pursued actively by the nanotechnology community. To fabricate periodic, 

nanoscale patterns on arbitrary substrates, various nanofabrication technologies have been developed. 

Here, gold-based nanostructures with controllable size were fabricated using EBL, EBPVD and 

photolithography. This approach is a rapid and straightforward method for creating large-area (5×5 

mm2) plasmonic Au patterns with the ability to control LSPR in the m-IR range. With the superior 

structural stability and strong peak in the m-IR region, these nanostructures are designed as a platform 

for electrochemical reactions with m-IR detection. Beyond SERIA spectroscopy, these results would 

be highly useful in many areas of nanoscience and nanotechnology, including biosensing, cathode 

electrodes of light-emitting diodes (LED) and organic dye solar cells. 



  

Summary 

Vibrational energy transport is a crucial phenomenon not only in the macroscopic world but 

also in the microscopic realm of nanostructures and biomolecules. In this thesis, we utilized 

femtosecond infrared spectroscopy coupled with computational methods to study the transport of 

vibrational energy through conjugated oligomers and complex metal compounds. Additionally, we 

thoroughly discuss the fabrication of gold nanoarrays and their various applications.  

The primary objective of the first study on poly(p-phenylene) chains was to investigate the 

impact of electronically conjugated chains on vibrational energy transport. The study revealed that 

electronically conjugated chains are exceptionally efficient at transporting vibrational energy, with 

transport speeds of up to ~67 Å/ps with C=O excitation, in contrast to ~14 Å/ps in alkanes. The 

primary distinction between poly(p-phenylene) chains and alkane chains is the degree of conjugation, 

which indicates the advantage of using conjugated systems for rapid energy transfer. The high speed 

observed in the study was attributed to efficient energy injection into the chain, leading to the 

formation of wavepackets that freely propagated through the chain. These findings shed light on 

previously unknown questions about the effect of conjugation on energy transfer pathways and 

provide an explanation for the various energy relaxation pathways involved in different tag excitations. 

Motivated by the findings of the conjugated oligomer study, we conducted a new experiment 

to investigate the vibrational energy transport properties of large and complex molecules (~1200 amu) 

containing a metal center. Initially, we aimed to study energy transport across an alkyne bridge but 

overlap of strongily coupled modes on each side of the molecule presented a challenge. Consequently, 

we shifted our focus to energy transport across the Pt bridge, with the goal of understanding the rules 

of energy relaxation and transfer across metal centers in such compounds. To this end, we performed 

comprehensive analyses of waiting-time dynamics for numerous cross and diagonal peaks, which 

focused on parameters such as coherent oscillation, energy transfer, and cooling, with a particular 

interest in coherent oscillations that were further studied in detail later. Through computations of 

vibrational relaxation pathways, we identified two regimes of intra-molecular vibrational relaxation 

(IVR) in the molecule, which allowed us to successfully characterize energy transport across the Pt 

center. Furthermore, we discovered characteristic 2DIR features of several functional groups, which 

could potentially be used to identify these groups using 2DIR spectroscopy, making it a promising 

analytical tool.
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To build upon our understanding of vibrational energy transport across Pt centers, we sought 

to explore the potential of using 2DIR spectroscopy as an analytical tool for identifying functional 

groups in complex structures. During our analysis of the previously mentioned large Pt compound, 

we made an interesting observation: oscillatory patterns were present in the majority of the cross-

peaks within the fingerprint region. The novelty of this observation lies in the fact that there is no 

prior literature documenting the oscillations of non-metal carbonyl groups. The presence of quantum 

beat (QB) oscillations in the 2DIR spectra indicated a superposition of two strongly coupled modes 

that were excited by a m-IR pump. By using QB oscillations in cross-peaks, we were able to identify 

strongly coupled states that typically belong to the same functional group, thus identifying the peaks 

of such functional groups in complex linear and 2DIR spectra that contained multiple overlapping 

peaks.   

With the growing interest in nanofabricated functional devices, the final chapter of this thesis 

presents a method used to precisely fabricate gold plasmonic arrays on CaF2 wafers at the nanometer 

scale. The frequency tuning of the array was achieved by changing the length of individual nanorods 

to have an absorbance peak in the IR vibrational mode region of the molecule of interest. Various 

functionalities of these nanostructures were explored, including their A new type of nanoarrays 

suitable for combined electrochemical and m-IR measurements were designed and manufactured. In 

these arrays, the individual bars were connected to electrical terminals on both sides. Each alternate 

row was linked to an opposite charge - either positive or negative. Potential applications of the arrays 

to affect the electronic properties of molecules chemisorbed on gold surface are discussed. In addition 

to their role as signal enhancers in spectroscopic measurements such as surface-enhanced infrared 

absorption (SEIRA) spectroscopy, these nanostructures have potential applications as biosensors, 

chemical sensors, and photovoltaic devices. 

With the results presented in this thesis it is finally possible to answer all four questions raised 

in Chapter 1: 

• Does the conjugation of oligomeric chains dictate the maximum speed each chain band can 

support? 

The maximum speed of each chain band in energy transport is indeed dictated by the 

conjugation of oligomeric chains. This is because the vibrational energy transport through 

oligomeric chains is sensitive to the degree of conjugation of the chain type. Conjugated 

oligomeric chains have been shown to have chain bands that can support a high maximum 
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speed, as indicated by large β values. In comparison, alkane chains (which are non-conjugated) 

possess several broad chain bands, but the transport speed is significantly slower than in 

conjugated chains (14 vs. 67 Å/ps). It is important to note that the overall energy transport 

speed is largely determined by which chain bands contribute, meaning that even if there are 

many broad chain bands, if none contribute to the energy transport, the energy transport speed 

would still be slow. 

 

• How does the end group type affect the efficiency of energy injection into the chain? 

To address this question, we can examine the significant contrast in energy transport rates 

observed in poly(p-phenylene) when NO2 (5.3 Å/ps) or COOH (67 Å/ps) is excited. It is clear 

that COOH initiation is much more effective than NO2 initiation. The efficient relaxation of 

the end-group localized tag mode occurs when the parent and daughter modes overlap, leading 

to high relaxation effectiveness. If the end-group remains localized after excitation, it results 

in inefficient energy injection, meaning that the localization must be disrupted to excite a 

coherent wavepacket. End-group delocalization is only possible when the end-group and 

chain-state are in resonance. In the case of poly(p-phenylenes), COOH-chain bands are 

strongly coupled to broad chain states, resulting in greater mixing of the end-group state with 

the chain states, leading to highly effective tag relaxation.  

 

• Under the conditions of directed diffusion, does a transition occur between the regimes of ballistic 

and diffusive transport in large complex molecules with metal centers? 

The immediate relaxation and high transport speed between the alkyne bridge and the triazole 

ring suggest that energy transport in that system is ballistic. However, once the initial energy 

relaxation occurs, diffusive transport takes over. As described in Chapter 1, ballistic energy 

transport requires highly periodic, delocalized molecular structures. Upon examining C2 and 

C6, it becomes apparent that the 6-carbon alkyne bridge in C6 is the only noticeably periodic 

component. Experimental data indicates that after energy relaxation into the triazole ring 

following alkyne excitation, the energy either relaxes into the terminal phenyl or returns to the 

alkyne bridge and crosses the Pt center towards the fluorinated phenyl or toluyl groups. This 

is evidenced by the long energy transport times between both moieties. All this occurs under 

the diffusive energy transport process.  
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• What are the requirements for efficient energy transfer between ligands of a transition metal 

complex? 

In C2 and C6, the Pt center is located between the alkyne bridge, and the fluorinated phenyl 

and toluyl groups. For efficient energy transfer across a metal center, the two local modes at 

the two sides of the metal center must be delocalized and coupled. We noticed that the F5Ph 

modes and CnTri modes were similar, resulting in an accidental frequency match. We also 

determined that the transport from νC≡C to F5Ph in C2 occurs predominantly via three high-

frequency mode pairs delocalized over both ligands. Additionally, the motions on each side of 

the ligand were coupled to the Pt center, with sufficient coupling strength to cause significant 

delocalization, providing energy relaxation pathways between the ligands. 

To conclude, this thesis has presented experimental and theoretical investigations that have 

improved our comprehension of vibrational energy transport in oligomeric chains and metal 

complexes. Several open questions have successfully been resolved, leading to a clearer understanding 

of the topic at hand. Additionally, the nanofabrication techniques discussed in this thesis offer a 

framework for creating more intricate structures, which will facilitate further SEIRA studies in the 

future. 
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