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ABSTRACT 

Developing receptors for membrane lipids is a growing area of research because 

of its potential in antibiotic and cancer therapy. Previous work in lipid recognition has 

largely focused on electrostatic attraction, which may be unselective or limit usefulness 

in drug design from poor bioavailability. Additionally, membrane-active antibiotics can 

overcome many resistance mechanisms, but their mode of action is not well defined. This 

work aims to contribute to the understanding of phospholipid recognition in bacteria and 

the mechanistic pathways of membrane-active antibiotics. In Chapter 2, three bis-ureas 

were designed to target the two phosphate groups of cardiolipin. The bis-ureas showed 

minimal activity in lipid binding and antibiotic assays. Cardiolipin's large size and anionic 

nature made this lipid challenging to work with in binding studies, so subsequent work 

focused on zwitterionic lipids. In Chapter 3, a urea functionalized crown ether exhibited 

selective lipid binding of phosphatidylethanolamine and antibiotic activity toward certain 

Gram-positive bacteria. This suggests that small molecules can be designed for lipid 

recognition and antibiotic therapy, despite the unsuccessful results from Chapter 2. 

Interestingly, a simple urea designed as a control analog for phosphatidylethanolamine 

exhibited higher antibiotic activity than others and no measurable lipid binding. Chapter 

4 determined that the urea was acting as a membrane-targeting antibiotic using an 

image-based profiling assay. Since ureas are well known for their chloride transport 

ability, this was also examined, which determined that its activity likely comes from 

chloride transport.  
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CHAPTER 1  

INTRODUCTION 

 

1.1 The antibiotic resistance crisis 

The primary goal of this thesis is to develop novel antibiotics to combat multidrug 

resistant bacteria and deepen our understanding of membrane-based antibiotic 

mechanisms. Bacteria are microorganisms that can contribute to health or cause serious 

infections. These infections may lead to hospitalization or death because of untreatable 

multidrug resistant bacteria. Bacteria become resistant to drugs, or antibiotics, through 

innate or learned defense mechanisms. This is due to the cellular structure of the bacteria 

(discussed below) or genetic mutations that bacteria incur in response to antibiotic 

treatment. In 2019, (the most recent study available because of the COVID pandemic) 

bacterial infections caused 1.2 million deaths worldwide despite available treatment 

options. This was more than either HIV/AIDS or malaria.1 To combat the growing number 

of antibiotic resistant bacteria, there is a need for the development of new antibiotics to 

overcome the more facile defense mechanisms of bacteria.  

Bacteria are broadly grouped into two categories by their extracellular architecture. 

Gram-positive bacteria are surrounded by an external peptidoglycan wall rich in anionic 
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teichoic acids (Scheme 1.1) and Gram-negative bacteria have an outer membrane 

surrounding their cell wall rich in anionic phospholipids (cardiolipin, phosphatidylglycerol 

– Scheme 1.1) and lipopolysaccharides (LPS). The anionic nature of bacteria allowed for 

the first classification of Gram-positive and Gram-negative by Hans Gram in 1882. Gram 

used a cationic trimethylamine dye, crystal violet, to identify bacteria in tissue cells. Gram 

noticed that some bacteria retained a purple stain after washing samples with ethanol 

while others were discolored.2 Gram-positive organisms appear dark purple because of 

the high concentration of dye accumulated in their outer peptidoglycan wall. Gram-

negative organisms appear lighter in color because less of the stain was able to reach the 

inner peptidoglycan wall and ethanol is used to remove the outer membrane bilayer 

before visualization (Figure 1.1). The association of crystal violet to the anionic bacteria is 

one approach that uses non-covalent interactions to form supramolecular associations 

with bacterial cells.  
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Scheme 1.1: The major anionic components of the external bacterial cell 

Figure 1.1: Simplified outer wall structures of Gram-negative and Gram-positive bacteria. 
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Most bacterial infections can be treated with antibiotics. However, there are a 

growing number of bacteria resistant to commonly used antibiotics (this is called the 

‘antibiotic resistance crisis’). To understand the reason behind the emergence of 

antibiotic resistance, it is important to review how antibiotics function. One of the first 

widely used antibiotics was penicillin, which was discovered by Alexander Fleming in the 

1940’s.3 Fleming noticed a fungus, Penicillium notatum was inhibiting the growth of 

bacteria in his laboratory which contained the β-lactam we know as penicillin (Scheme 

1.2). Antibiotics disrupt bacterial growth through various pathways by targeting cellular 

building blocks or by physically disrupting the cell. Some of the primary antibiotic 

pathways are included in Figure 1.2. Folate synthesis, protein synthesis and RNA synthesis 

are all necessary for bacterial reproduction. Cell wall targeting antibiotics and membrane 

targeting antibiotics both disrupt the physical integrity of the cell, which can cause cell 

death.4,5 Most antibiotics act on internal targets, while very few directly target the 

extracellular membrane or cell wall. Unfortunately, there are numerous pathways for 

bacteria to develop resistance to internally targeted antibiotics.6 Developing new 

antibiotics targeting the cell membrane or cell wall could combat antibiotic resistance.   
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Figure 1.2: Common antibiotic targets in bacteria. Figure made using BioRender.8 

Resistance to antibiotics is either innate or acquired through genetic mutations 

over time. Organisms with innate immunity to an antibiotic have properties that are 

normally expressed without exposure to the drug.7 Acquired immunity develops in 

response to antibiotic exposure. Common resistance pathways include efflux pumps, 

target modifications and enzyme degradation (Figure 1.3). Multidrug resistant (MDR) 

efflux pumps are the most common method of antibiotic resistance because they can 

actively transport out a variety of structurally unrelated substrates.7 Target modifications 

include a variety of binding sites within or outside of the membrane (lipid, DNA, enzyme 

binding site) that are usually covalently modified to block antibiotic binding. Enzyme 

degradation is cause by enzymes that inactivate or modify the drug before it reaches its 



6 

target. Antibiotics that bind to internal targets must cross the membrane bilayer in 

addition to evading any internal resistance mechanisms. This means that membrane and 

extracellular cell wall targeting antibiotics have less resistance mechanisms to overcome. 

Figure 1.3: Common mechanisms of antibiotic resistance. Figure made using BioRender.8 

The benefits of extracellular targeting antibiotics can be seen by comparing the 

timeline of bacterial resistance to penicillin and vancomycin. Penicillin and vancomycin 

(Scheme 1.2) are two antibiotics isolated from natural sources that target different sites 

in cell wall (CW) synthesis. Gram-negative bacteria have an innate resistance to both 

because the outer membrane blocks uptake (penicillin) or the binding site (vancomycin).7 

Gram-positive bacteria have developed resistance over time to both cell wall-targeting 
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antibiotics, but vancomycin resistant bacteria are much less prevalent because it targets 

the exposed cell wall.9 10  

Scheme 1.2: Clinically relevant cell wall targeting antibiotics 

Conversely, penicillin targets intracellular penicillin binding proteins. 11 Penicillin 

analogs are highly susceptible to enzymes, target modifications and efflux pumps in 

different strains of bacteria.12 Vancomycin was used in clinical settings for 44 years before 

the first resistant strain of S. aureus was detected. 10 Vancomycin physically blocks cell 

wall construction by binding to the D-Ala-D-Ala of the growing peptide chain (see Section 

1.2.2). 10 In response, S. aureus developed a mutation to increase the thickness of the cell 

wall to block vancomycin’s binding site.2 The acquired immunity of S. aureus is concerning 

since vancomycin has been one of the only effective treatments for methicillin resistant 

Staphylococcus aureus (MRSA) infections.10 Fortunately, vancomycin resistant S. aureus 
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is still rare in hospital settings through restricted use and complicated cell wall 

modifications required by bacteria.10 Acquired resistance toward externally-targeted 

antibiotics occurs through target modifications (peptidoglycan wall, membrane lipids, 

curvature) and extracellular secretion of proteases.13 Targeting the membrane or cell wall 

overcomes efflux pumps, the most common method of antibiotic resistance. Membrane-

active antibiotics also limit resistance by causing rapid cell death so that the pathogens 

have less time to develop mutations.14 To understand the chemistry behind membrane-

active antibiotics and the physical noncovalent forces that drive bilayer 

formation/stability, we will discuss the foundational supramolecular interactions that 

occur. As bacterial membranes are negatively charged, the next section will focus on the 

supramolecular chemistry of anionic species. 

1.2 How supramolecular chemistry can combat antibiotic resistance 

The bacterial membrane is a supreme target for developing new antibiotics that 

are less prone to resistance. A biological membrane is a supramolecular assembly of 

amphiphilic lipids, driven by the hydrophobicity of the hydrocarbon tails. Membranes are 

held together by these hydrophobic effects as well as other noncovalent interactions, 

which could be disrupted by molecules that bind to the lipids in the membrane. As this is 

essentially a supramolecular chemistry challenge, this section will provide a brief 

introduction on supramolecular chemistry, followed by discussion different ways to bind 

anions and lipids. 
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1.2.1 Foundation of supramolecular chemistry 

Charles Pedersen was one of the founders of supramolecular chemistry through 

his discovery of crown ether complexes. During his research on inactivating metals at 

DuPont, he found dibenzo-18-crown-6 (1.1) forming a complex with alkali metal ions.18 

The electron-poor cavity within the crown ether could be optimized by the size (number 

of oxygens) and flexibility to allow discriminant binding of different cations. 19  

1.1 

The host (receptor) is the crown-ether, where the guest (ligand) is the metal cation. Any 

chemical reaction is driven by the formation of the most kinetically or thermodynamically 

stable product. Thermodynamic favorability can be summarized by changes in the free 

energy (∆G), which is defined by the Gibbs-Helmholtz equation 20: 

∆G = ∆H – T∆S 

The free energy (∆G) describes the favorability of a reaction, while the entropy (∆S) and 

enthalpy (∆H) define the changes in the overall structure or organization. For a 

spontaneous reaction (∆G < 0), the energy needed to overcome conformational changes 

must be low (∆H < 0) or complexation must lead to a more disordered system (∆S > 0). 

The strength of an interaction is defined by its association constant (Ka), or the reciprocal 
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dissociation constant (Kd = 1/Ka).21 Within a 1:1 complex, the association constant, Ka can 

be defined as: 22  

Ka = [HG]/[H][G] 

A higher Ka refers to stronger binding of the host-guest. The binding constant (Ka) is 

heavily dependent on the solvent used and temperature of the system. 23 It is related to 

the free energy by the following equation (where R = the gas law):  

∆G = RTln(Ka) 

The most thermodynamically stable complexes are formed by more organized 

hosts with low solvation, defined as the principal of preorganization. 24 However, this may 

not be the most kinetically favored. The kinetically favored products are those that react 

the fastest. Ka = k1/k-1 where k1 is the rate constant of the forward reaction (formation of 

complex) and k-1 is the rate of the reverse.25 

1.2.2 Anion binding 

This section will serve as a general outline for different types of attractive forces 

that can be used to develop selective anion receptors. Examples are given throughout the 

next few sections that demonstrate the application of supramolecular chemistry in the 

development of hosts for various anionic species. Anions are diverse molecules that can 

exhibit different geometry, charge, polarity, and specific hydrogen bonding ability.26 An 

example of the different geometries seen within anions is displayed in Figure 1.4.  
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Figure 1.4: Geometries of anions 

Hydrogen bonding is one of the dominant forces in anion receptor chemistry. The 

hydrogen bond is an attractive force between an H-bond donor (HBD) and an 

electronegatively rich H-bond acceptor (HBA). When the two species get close enough, 

the resulting interaction is formed: X-H…A. Hydrogen bonds are a mixture of 

electrostatic, charge transfer, and Van der Waals forces.26 The strength of the bond is 

dependent on several factors, some of which include electrostatics, electronegativity, 

delocalization, polarity, and distance in space.26 A few examples of relative trends in HBD 

or HBA affinity examined by Chris Hunter’s group are listed in Table 1.1. 27,28 

Table 1.1: Trends in neutrally charged hydrogen bond donor ability and strength of anionic 
hydrogen bond acceptors.27 28  

A general trend in neutral hydrogen bond donors: 28 

PO4H4 >> urea > imidazole> amide > water > alcohol > amine > R-X > alkane 

The relative strength of anionic HBA: 27 

BzO- > AcO- > -OP(OR)2 > Cl- > MeSO3
- > NO3

- ~ Br- > HSO4
- > CF3SO4

- >>> PF6
- >> neutral 
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Phosphoric acid and the phosphate dianion both contribute to hydrogen bonding 

due to the polarizability of the P-O bonds. Conversely, PF6- shows poor HBA ability 

because of the anion’s lack of polarizability or ability to form coordination.27 The electron-

withdrawing fluorine atoms do not participate in any resonance stabilization and the 

molecular geometry cancels out any overall dipole effect. The directionality of the 

hydrogen bond is important for thermodynamic stability and selectivity.  Anions with Y-

shapes can participate in multiple hydrogen bonding interactions, which contributes to 

the high HBD affinity of carboxylate and phosphate anions (Table 1.1).27 

The ability of the solvent to participate in the reaction or shield reactants is based 

on the solvent polarity and ligand structure. Solvation is dictated by weak van der Waals 

and dispersion forces. 27 The affinity for non-polar ligands to form aggregates in solvents, 

known as the hydrophobic effect, is one way to rationalize how solvation effects the 

thermodynamic stability of the product in aqueous environments. The “classical” 

definition of the hydrophobic effect is when a reaction is driven by desolvation or increase 

in entropy upon binding. The non-classical definition is when enthalpy is the primary 

driving force in complexation.29 It has been suggested that these terms do not accurately 

describe the complex thermodynamic process.30 Instead, competitive solvents, like polar 

protic solvents (H2O, MeOH), form complex hydrogen bonding networks leading to higher 

hydration in smaller molecules (radius < 10 Å). 30 The influence of solvation can be used 

in receptor design to optimize the thermodynamic stability of the complex.  
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Ion-ion interactions occur between two formally charged species. Electrostatic 

interactions are the strongest intermolecular associations, but they are limited in 

selectivity.31 Caged molecules may use size exclusion in addition to ion-ion interactions to 

increase the selectivity of a receptor. The use of size exclusion as well as incorporating 

multiple binding sites is known as the macrocycle effect. Early work in anion binding by 

Park and Simmons showed a series of diazabicyclo[n,n,n]alkane-ammonium ions (1.2) 

that could coordinate to halogen anions when protonated at a low pH.32 The size of the 

cavity dictated the preference of the anion. Anions Cl- and Br- bound to the cavity of 1.2 

where n = 3 or 4, and I- could only bind to the pocket of the larger n = 4. Small cavities (n 

= 1 or 2) were unable to accommodate any of the halides.33 This concept of designing the 

optimal fit for anions would be pivotal in the progression of anion-binding chemistry.  

1.2 

Many early receptors for phosphate binding were inspired by naturally occurring 

polyamines that aid in crucial cellular processes.34-36 One example is spermidine, 1.3 

(Figure 1.5), a polyamine which facilitates DNA packing by stabilizing the charge of the 

phosphate backbone of deoxyribonucleic acid (DNA).34, 37 Polyamines are unique because 
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they bare a cationic charge at pH 7.4 (shown in 1.3 as its neutral form) and the flexible 

binding pocket can adapt to a wide variety of guests.35, 38-39 Many variations of cyclic 

polyamines have been developed over the years for anion recognition for this reason.35,

37

1.3 

Figure 1.5: The structure of a polyamine, spermidine (left) and spemidine 
interacting with the phosphate backbone of an RNA/DNA duplex. Hydrogen atoms are 

omitted for clarity but polar hydrogens of spermidine are shown in white. Carbon atoms 
are shown in light blue, nitrogen in dark blue, phosphate in orange and oxygen in red. 

PDB ID: 1I2X 

Two early examples of cationic polyamines in phosphate recognition include aza-

crown receptors 1.4 and 1.5.37 At pH ~7.4 (physiological pH), the receptors have four 

cationic binding sites located within the macrocycle. This allows for stable, highly charged 

cavities that can participate in anion binding. The aza-crowns bound to dianions (HPO4
2-, 
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SO42-, CH2(COO-)2) with higher affinity than monoanions (NO3-, Cl-) in potentiometric 

titrations because of the size of the binding pocket and complimentary electrostatic 

charges.40 The more highly negative dianion is attracted to the additional cationic charge 

and stabilized with minimal electrostatic repulsion in the large, flexible pocket.41 

Comparable trends were seen in binding studies of 1.5 with adenosine 

monophosphate (AMP), diphosphate (ADP) and triphosphate (ATP).37 Binding was 

enhanced with an increase in charge of the phosphate. At high pH, the monophosphate 

could be selectively targeted over the diphosphate. At lower pH the diphosphate was 

favored because of the increase in electrostatic charge. 41 Additionally, binding of 1.5 to 

any of the adenosine phosphates (AMP, ADP, ATP – 1.6) was 3-6x higher compared to 

mono-, di-, or triphosphate anions (HPO42-, PO74-, PO105-, respectively). 41 This is due to the 

additional π-π coordination of the phenyl rings on the macrocycle and the nucleotide 

aromatic ring.40,42 Aromatic interactions are another important supramolecular technique 

that can be used to enhance binding affinity between the host and guest.43 In π-π stacking, 

1.4 

1.5 
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the electron rich sp2 orbitals of one aromatic ring overlap with the electron deficient 

hydrogens of the other. Creating more specific binding pockets, like the addition of 

aromatic rings for hosts with complimentary structure, lead to higher binding affinity. 

Despite the benefits of these amine-based receptors, they are limited to aqueous 

environments at the appropriate pH to ensure protonation of the amine. This ultimately 

limits their use in anion recognition. Quaternary ammonium groups are stable, covalently 

tethered cationic nitrogen groups that can be used in anion recognition in a wider range 

of solvents. Receptor 1.7 was also designed for recognition of AMP, ADP, and ATP 

phosphates. The stearyl trimethylammonium chloride salt (1.7) was designed with 

spacing between the cationic charges complimentary to the distance between phosphate 

dianions (2.4 Å).43 Receptor 1.7 bound selectively to ATP, AMP, or ADP depending on the 

pH (Scheme 1.3).44 At pH 3, 1.7 facilitated nucleotide anion transport from chloroform to 

water with the highest selectivity for ATP > ADP > AMP. At pH 8, transport of AMP 

increased, consistent with the relationship of electrostatic interactions. Transport of the 

1.6 
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anions from the aqueous solution is one example of how the hydrophobic effect is used 

in anion recognition. Phase catalysts like crown ethers or 1.7 move ions from one solvent 

to another, frequently via ionic bonding.  

1.7 

Scheme 1.3: Receptor 1.7 and the proposed binding interactions with ADP, ATP or AMP44 

Foundational work in neutral anion-receptor chemistry includes the amide-based 

cyclophane 1.9 and tris(2-aminoethyl) amine (TREN)-based amides 1.10.45,46 Like previous 

macrocycles, these hosts rely on chelating and complimentary shape for anion selectivity. 

The amide hydrogen bonds of 1.8 provide directionality within the binding pocket,45 

whereas the tripodal amide and sulfonamide receptors (1.10) demonstrated selectivity 

toward tetrahedral anions such as H2PO4- over HSO4- and Cl- by utilizing complimentary C3 

symmetry.46-48 Receptor 1.9 bound to the tetrahedral anions in a 2:1 host:guest complex 

with a Ka = 142,000 M-1 for H2PO4
- compared to HSO4

- (Ka = 38 M-1) and Cl- (Ka = 1600 M-

1). The preorganization of the receptor and strength of the sulfonate hydrogen bond 
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donation contribute to the stability, but the heightened affinity for phosphate is likely due 

to the C3 symmetry of the receptor. 

1.8 

1.9 

Urea and thiourea groups are widely used as anion receptors due to their 

preference for Y-shaped anions.49-50 The two hydrogen bonding sites are well positioned 

for the coordination of anions like COO-, SO42-, and PO42-. An early example of urea binding 

from Wilcox and co-workers found that ureas (1.10) bound to oxoanions (sulfonates, 

phosphates and carboxylates) with high affinity (Ka ≥ 6,000 M-1) in CDCl3 during 1H NMR 

studies.51 Additionally, bis-thiourea 1.11 exhibited remarkable selectivity for dihydrogen 

phosphate (Ka = 195,000 M-1) over other oxoanions, with essentially no binding of Cl- in 

DMSO.52 Reexamination of the binding of these two anions in a less polar environment 

using 1,2-dichloromethane found H2PO42- and Cl- had almost identical binding constants, 

Ka= 19,000 M-1 (H2PO4
2-), Ka= 13,000 M-1 (Cl-). Cyclic thiourea 1.12 also showed high 

specificity for H2PO4
2- in DMSO (Ka > 104 M-1).53 The cyclization limits solvent interference 

and increases size selectivity along with the directional HBD hydrogen bonds from the 

thioureas. 
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1.10 

1.11 

1.12 

Solvent interactions can also be limited by the rigidity of the receptor. Polyaza-

clefts 1.13 and 1.14 with hydrophobic anion-binding pockets were designed by Anslyn and 

co-workers as potential phosphate transporters (Scheme 1.4).52 Coordination of 1.13 with 

dibenzyl hydrogen phosphate in chloroform using 1H NMR titrations resulted in a high 

binding constant (Ka = 8.9 x 104 M-1) and low overall free energy (∆G = -6.75 kcal/mol).52 

The rigidity of the binding pocket and addition of benzyl groups for secondary charge 

stabilization is likely what led to the strong association. Additionally, other polyaza-clefts, 

like 1.14, showed a lower affinity for dibenzyl phosphate. This dissimilarity emphasizes 

the importance of size complementarity between the anion and receptor. 

7
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1.13 

1.14 

Scheme 1.4: Poly-aza clefts developed by Eric Anslyn’s lab, R = benzyl. 

Natural products typically have complex binding sites and hydrophobic areas to 

bind to the target of interest and pass through the lipophilic membrane. As mentioned in 

Section 1.1, the antibiotic vancomycin binds to the D-Ala-D-Ala in the growing 

peptidoglycan chain of bacterial cell walls. This occurs through multiple hydrogen bonding 

interactions and hydrophobic insertion of the cyclic peptide antibiotic (Scheme 1.5).54 

Peptide backbones are rich with hydrogen bond donors (amide NH) and acceptors 

(carbonyls, carboxylic acid) that many natural products and synthetic drugs use as targets. 
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The proposed binding mechanism (Scheme 1.5) was determined by analyzing key 

interactions of vancomycin with various D-Ala-D-Ala analogues in 1H NMR (1:9 D2O:H2O, 

4.5 pH, 298 K) and UV (NaPO4 buffer, 4.5 pH, 298 K) titrations.54 The experiments by 

Dudley William’s lab found that initial binding of vancomycin was highly dependent on 

the electrostatic attraction of the anionic carboxylate.54,55 Methylation of the terminal 

carboxylate had the highest impact on binding affinity between analogues. However, 

substitution of more hydrophobic residues for one alanine (Ala) increased binding of 

vancomycin to the peptide.54 After initial binding through electrostatic interactions, 

weaker van der Waals forces facilitate insertion into the bacterial membrane, known as 

the hydrophobic effect.  
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The hydrophobic effect is an essential driving force for self-assembly or anion 

binding in aqueous environments. Lipophilic resorcin[4]arene container molecules 

developed by Bruce Gibb’s lab can form diptotic ion complexes to control self-assembly 

in aqueous environments (Figure 1.6).56 The pyridinium anion receptors form a four arm 

“crown” for anion recognition while the upper hydroxyls can participate in cation binding. 

A library of pyridinium salts were added to the cavity with the highest binding affinity 

seen by the most lipophilic butyl pyridinium iodide salt via 1H NMR titrations in D2O (Ka = 

560 M-1).56 The moderate binding affinity compared to other anion-binding studies 

Scheme 1.5: The association between vancomycin and the D-Ala-D-Ala (blue) in the growing 
peptidoglycan cell wall. 
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mentioned is possibly due to the electrostatic repulsion of the anion-cation pair within 

the resorcin[4]arene or the flexible pyridinium receptors of the anion binding “crown”.56  

Figure 1.6: Resorcin[4]arene container with ditopic binding sites.56 

As mentioned previously, the rigidity of the binding pocket increases the complimentary 

shape of the anion while also decreasing the solvation of the receptor. More rigid 

structures, like the cyanostar (1.15) designed by Amar Flood’s group, are less susceptible 

to solvation. Cyanostar macrocycles show high 2:1 binding affinity (Ka ~ 1012 M-2) for many 

large, weakly coordinating anions (PF6- or BF4-) that complement the size or C5 symmetry 

of the binding cavity.57 The rigidity gained from the aromatic rings also hinders the 

cyanostar’s solubility. The addition of hydrophobic tails to 1.15 resulted in an amphiphilic 

macrocycle capable of forming bilayers at the air-water interface.57 Cyanosurf (1.16) 

forms organized monolayers in the presence of PF6- or ClO4- in pure water as a 2:1 complex 

(Figure 1.7).58  
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1.15 

1.16 
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Figure 1.7: Cyanosurf (1.16) forms bilayers at the air-water interface upon 
complexation of PF6- and ClO4- anions. 58 

More hydrophilic anions, Cl- and H2PO4-, did not form the same interfacial bilayer despite 

previous studies showing high affinity for phosphate binding of 1.15 in organic 

solvents.57,58 This discrepancy may be due to the higher solvation of phosphate compared 

to more hydrophobic anions. Desolvation of the anion may not have been energetically 

favorable since there were no electrostatic interactions.  

Anion receptor chemistry is a highly adaptable, growing field within 

supramolecular recognition. Inorganic or biological phosphate anions are interesting 

targets because of their importance in biological systems (energy transfer (ATP), protein 

kinases) and inorganic nutrient cycles (eutrophication) as well as their tuneability as 
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anions.49, 59-60 While this section is meant to serve as a brief overview of noncovalent 

interactions that can be used in membrane recognition, it does not represent the true 

diversity of receptor design. More examples will be given below to outline the breadth of 

supramolecular recognition. 

1.2.3 Lipid binding 

Recognition of phosphate anions has been central to the growth of 

supramolecular chemistry, yet the development of synthetic receptors for phospholipids 

remains understudied. This is partially due to the difficulty of working with lipids. Their 

amphiphilic nature means that lipids are likely to form aggregates in aqueous solutions 

and have low solubility. Nonetheless, this section should convince the reader that 

development of supramolecular receptors for phospholipid recognition is important for 

biological applications.  

1.2.3.1 The importance of lipids in biology 

There are more than 1000 lipid species in a cell that contribute to different 

biological processes (for some important examples, see Table 1.2), yet there has been 

very little progress in developing lipid receptors.61 Lipid recognition could assist in 

understanding cellular processes or detect tumors and infections. Lipids are essential for 

three primary biological functions. First, hydrogenated lipids like fatty acids and 

triacylglycerols are used for energy storage.64,65 Their reduced state allows for an 

anhydrous form of energy storage that can be used in membrane biogenesis.  
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Table 1.2: Some lipids important for biological activity. Adapted from Clear et al. 62 

Lipid Class General Structure Function 

Acylglycerols Energy storage, 
signaling65 

Phosphoglycerolipids 
(phospholipids) 

Membrane lipid, 
signaling66 

Lysophospholipids 

  (Lyso-PC) 

Signaling67 

Sphingolipids Membrane lipid, 
signaling68 

Steroids 

Maintain 
membrane 
integrity, 
signaling69 
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Second, polar lipids have unique contributions to membrane packing and formation, 

which drives the diversity of membranes in different species, cells, and organelles.62-63 

Phospholipids and sphingolipids are primarily responsible for membrane structure. Third, 

lipids control cellular processes essential for cell division, signaling, and molecular 

recognition.61 Due to this diversity, lipid-targeting receptors should be used in future drug 

design. 

1.2.3.2. Structural diversity of phospholipids 

Phospholipids are of particular interest because they contain supramolecular 

targets that can be used for drug design or recognition. Phospholipids are composed of a 

phosphate head group and a hydrophobic carbon tail (Figure 1.8). These lipids can differ 

by the head group or acyl group (length, structure, or placement of the double bond). The 

length and saturation of the acyl chain contributes to the membrane fluidity and the size 

of the head group (compared to the lipid tail) determines the 3D self-assembly.62 The 

primary phospholipid in human membranes, 1-palmitoyl-2-oleoyl-sn-glycerol-3-

phosphocholine (POPC, 16:0-18:1 PC, Figure 1.8), gets its name from the hexadecanoyl 

(palmitoyl, 16:0) and cis-9-octadecadienoyl (oleoyl, 18:1) acyl groups attached to a 

phosphatidylcholine (PC) head group. The long lipid tails allow anchoring in the 

membrane and the single cis bond allow efficient packing of hydrocarbon tails to increase 

stability.  
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The most common assemblies formed by lipids are micelles, bilayers and reverse 

micelles (Figure 1.9). Larger headgroups create an inverted cone architecture, forming 

micelles. This is mainly seen in synthetic detergents, but phospholipids with only one acyl 

chain (lysophospholipids) also form micelles.70 Bilayers are formed by cylindrical 

phospholipids (similar cross section for the headgroup and tails) like sphingomyelin, 

phosphatidylethanolamine (PC), phosphatidylserine (PS), and phosphatidylinositol (PI). 

On the other hand, cardiolipin (CDL), phosphatidylethanolamine (PE), and cholesterol 

have smaller headgroups that form cone shaped lipid structures which create negative 

curvature (“reverse micelle”).62 The structures of the headgroups for these lipids are 

shown in Figure 1.9. 

Figure 1.8: Membrane bilayers are primarily composed of POPC lipids. 
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Human membranes are composed primarily of POPC and sphingomyelin (SM). The 

~20% of PE found within mammalian cells is primarily found in the inner bilayer, or 

cytoplasmic membrane (CM). The inverted cone geometry of PE is important for budding, 

fission, or fusion. Table 1.3 lists the relative abundance of different phospholipids in 

human erythrocytes, mitochondria, and some bacteria.17 62 Regulation of lipid expression 

in the inner or outer leaflet of eukaryotic cells is controlled by peripheral membrane 

proteins and translocase enzymes (flippases, floppases and scramblases).71 These large 

molecules have specific lipid binding sites that can recognize the phospholipid headgroup 

of a particular lipid and initiate signaling events. 

Figure 1.9: Geometries of lipid packing. a) Structurally significant phospholipid headgroups. b) 
3D geometries formed by lipids. Figure made with BioRender. 8 
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Table 1.3: The distribution of phospholipids in different organisms, shown as a 
percentage of total lipid content. 

Typical 
mammalian 

cell72 

Mammalian 
PM72 

Mitochondria72 
S. aureus73

E. coli74

CM PM CM PM 

PC 45-55 43 41 49 0 0 0 
PE 15-25 21 38 34 0 82 90 
PI 10-15 7 2 9 0 0 0 
PS 5-10 4 1 1 0 0 0 
SM 5-10 23 2 2 0 0 0 
CDL 2-5 0 16 5 42 12 6 
PG <1 0 0 0 58 6 3 
Data represents phospholipid composition (% weight) averaged from multiple sources, 
as shown in the review articles cited above. CM = cytoplasmic (inner) membrane, PM = 
plasma (outer) membrane 

Phospholipid binding in nature can be highly specific (based on stereospecific 

recognition of components) or non-specific, targeting a physical property of the 

membrane (charge, amphiphilicity, curvature). Receptors may interact with the 

membrane through lipid tail binding, headgroup binding, or ditopic binding (tail and 

headgroup).62 Phosphate headgroups contain a variety of functional groups (e.g., 

carboxylate, ammonium, hydroxyl) that can be used for selective targeting of certain 

lipids. Natural products, proteins and small molecules are known to target the phosphate 

headgroups of different lipids through hydrogen bonding and electrostatic interactions. 

For this reason, we will focus on phospholipid headgroup recognition in the next sections. 
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1.2.3.3. Lipid binding via electrostatic interactions 

Peripheral membrane proteins utilize stereospecific, electrostatic, and 

hydrophobic interactions to recognize phospholipid headgroups in the membrane. 

Annexin V is a Ca2+-dependent phosphatidylserine (PS) receptor found in humans. 

Phosphatidylserine is an anionic phospholipid that resides on the inner leaflet of healthy 

cells, but during apoptosis it is translocated to the outer membrane where it accumulates 

Ca2+ ions for stabilization.75 Annexins bind to PS in response to a change in extracellular 

Ca2+, using the ions to coordinate to the phosphate and carboxylate groups of the lipid in 

the outer leaflet (Figure 1.10).62, 76 Fluorescently tagged annexin V is used for the 

detection of cell death and to identify tumors.77 Bradley Smith’s group developed 

synthetic receptors for PS based on zinc-coordinated molecular tweezers (1.17).78 These 

interact with the carboxylate or phosphate functionalities of PS and generate a 

fluorescent response that can also be used to identify tumors in mice studies.79  

1.17 

Figure 1.10: Metal coordinated binding to phospholipid headgroups 
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Cation-assisted recognition of anionic phospholipids is seen in recognition of 

bacterial membranes as well. Although its exact mechanism of action is unknown, 

daptomycin (1.18) requires Ca2+ ions to coordinate to the cell wall of Gram-positive 

bacteria. Anionic lipids (PG, CDL) in the outer membrane and teichoic acids both contain 

negatively charged areas that daptomycin can use for membrane destabilization, leading 

to cell death.80 81  

1.18 

Electrostatic interactions are important in receptor design, but they are limited in 

their selectivity. Unfortunately, most membrane-targeting antibiotics rely on Coulombic 

and hydrophobic forces which can cause off-target membrane lysis or result in poor 

bioavailability (discussed further in Section 1.3). Developing synthetic, neutral receptors 

can overcome these issues with lipid binding. 



34 

1.2.3.4. Lipid binding via hydrogen bonding 

Few synthetic receptors have been designed to target membrane phospholipids 

through hydrogen bonding. Bradley Smith’s group developed tris(2-aminoethyl)amine 

(TREN) receptors (Scheme 1.6) that facilitate lipid flip-flop through hydrogen bonding to 

the phosphate headgroup.62,82 Binding to the phosphate headgroup reduces polarity and 

allows for translocation through the hydrophobic bilayer.  

1.19 

Scheme 1.6: Receptors developed by Smith and coworkers for synthetic lipid flip-flop. 

Sulfonamide receptors (1.19 B-D) with more acidic N-H groups displayed greater 

complexation to the lipid headgroup compared to 1.19 A.  Receptor 1.19-B (38 µM) was 

able to enhance the inward translocation of fluorescently labeled 7-nitrobenz-2-oxa-1,3-

diazol-4-yl (NBD)-PC within 4 min.82 Substitution of benzo 18-crown-6 (1.19-C) or 

trifluorocyanate (1.19-D) for the tosyl group allowed for selective translocation of NBD-

PE over NBD-PC. Translocation of NBD-PE was induced by 1.19-D (8 µM) whereas 1.19-C 
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(100 µM) displayed slower translocation (100 min) despite its ammonium-binding crown 

ether.83 The bulkiness of the tri-substituted crown ether likely delayed the movement of 

the lipid. The addition of the isopropyl group in 1.19-D may have been bulky enough to 

displace the alkylated ammonium of the PC to target PE-headgroups.  

Davis and Smith also developed steroid-based receptors (1.20) that bound to NBD-

PC more effectively than TREN-based receptors (1.19). Lipophilic cholate bis-ureas (1.20 

A-B) were able to coordinate to two of the phosphate oxygens due to the spacing of the

ureas and geometry of the phosphate. Addition of a cationic trimethyl ammonium group 

(1.20-B) to the receptor allowed for translocation of anionic NBD-PS and NBD-PG lipids 4x 

faster than the zwitterionic NBD-PC.71  However, the binding constants from UV-titrations 

in 99:1 CHCl3:MeOH at 295 K were not as selective between lipids (KPS = (3.4 ± 0.9) x 105 

M-1 and KPC= (2.2 ± 0.5) x 105 M-1).71 Future work in receptor design should target more

sites of the phospholipid headgroup and avoid cationic charges to increase selectivity.  

1.20 
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Other urea-based receptors include the picket porphyrin (1.21) developed to 

target PG-headgroups in polar organic solvents.84 PG is the primary anionic phospholipid 

in bacterial membranes, so it is of interest for future antibiotic design. Urea groups were 

added so that they align with the phosphate and the glycerol hydroxyl group of PG.84 ITC 

binding studies in DMF found an enthalpically favored 1:1 association of the porphyrin 

and PG lipid (Ka = 3700 ± 450 M-1, ∆H= -1210 cal/mol), likely due to the formation of 

neutral hydrogen bonds.84  

1.21 

1.2.3.5. Lipid binding via reversible covalent bonding 

Other non-covalent interactions include reversible covalent binding, via the 

formation of a boronic ester (Scheme 1.7). Trisubstituted boron species have weak Lewis 

acidity and act as a receptor for hard anions (CN-, HO-, F-). In addition, boronic acids have 

been shown to react rapidly and reversibly with dicarboxylic acids, α-hydroxy carboxylic 
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acids, 1,2- and 1,3-diols in non-aqueous or basic aqueous conditions to form boronate 

esters (Scheme 1.7). 85-86  Boronic acids have been used for recognition of PG and PI lipids 

due to their 1,2-diol moieties. 

Scheme 1.7: formation of a boronic ester with a 1,2-diol 

Receptors 1.22 and 1.23 bind to lipid headgroups through hydrogen bonding 

between the urea phosphate and boronate ester formation with the 1,2 diol of the PI or 

PG headgroup (Scheme 1.8).  

Scheme 1.8: Phospholipid head groups of phosphatidylinositol (PI), phosphatidylinositol 
(4,5)-bisphosphate (PI(4,5)P2) and phosphatidylglycerol (PG)  
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Phosphatidylinositol (4,5)-bisphosphate (PI(4,5)P2) is a minor lipid component (0-30 %wt) 

in eukaryotic membranes responsible for ion channel regulation, endocytosis, and actin 

polymerization in the cytoskeleton.62, 87 88 Receptor 1.22 was able to selectively bind to 

PI(4,5)P2 compared to other PI analogs with low micromolar affinity (Scheme 1.8).88 The 

2:1 lipid:receptor complex is largely driven by the formation of the boronic ester. 

1.22 

1.23 

Recent work by the Busschaert group has also exploited this boronate chemistry 

for antibiotic PG-binding receptors. Receptor 1.23 showed selective binding of PG over 

PC, in 99.5% DMSO-d6:0.5% MilliQ at 37 °C in 1H NMR titrations (KPG = (7.6 ± 1.1) x 102 M-

1 compared to 36 ± 26 M-1 for KPC).196 Boronic acids have unique chemistry that can be 

exploited for future membrane sensors. However, formation of the covalent ester is also 
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highly dependent on the pH of the solution and pKa of the boronic acid or diol. Detailed 

discussion on boron receptors is beyond the scope of this thesis but there are many 

review articles available.85, 89 

1.3 Membrane-targeting antibiotics 

Membrane-targeting antibiotics are thought to have a lower chance of developing 

resistance due to the rapid bactericidal effect of membrane disruption, and the fact that 

lipid mutations are less trivial than protein mutations. Cationic antimicrobial peptides 

(AMP) are amphiphilic, cationic peptides produced by organisms to defend against 

infection. AMPs target pathogens through electrostatic attraction of the bacteria’s 

negatively charged lipids. Once AMPs are coordinated, hydrophobic regions of the 

peptide insert into the membrane to trigger rapid cell death.90-91 AMPs can be used as 

antibiotics because the human membrane contains much fewer anionic lipids and is 

largely neutral in charge (Table 1.3). However, clinical use of AMPs is limited due to off-

target effects of their cationic charges and poor bioavailability.73, 92  

1.3.1 Structure of antimicrobial peptides 

AMPs fold or assemble into 3D structures to create hydrophobic and cationic 

pockets for membrane recognition and insertion (Figure 1.11). There are many different 

types of AMPs but generally, the most active antibacterial AMPs are composed of 12-55 

amino acids (AA) with 30-70% hydrophobic residues and a net positive charge of +1 to 

+10.93 Many AMPs display broad spectrum activity since all bacteria have anionic charges,
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but certain AMPs are not capable of penetrating the membrane of Gram-negative 

bacteria.93 This can be due to charge density or stability of the peptide’s secondary 

structure. Higher cationic charges increase the electrostatic attraction toward bacterial 

membranes and more complex secondary structures (cross-linking) decrease protease 

degradation.94  

Figure 1.11: Helical wheel structure of LL-37 outlining the cationic and hydrophobic 
residues necessary for the peptide’s membrane-lytic activity.95 

1.3.2 Mechanisms of antimicrobial peptides 

Bacterial species may differ in their lipid composition, but they all possess anionic 

membranes from the expression of PG, CDL, lipopolysaccharides and teichoic acids in the 

outer leaflet. Teichoic acids and lipopolysaccharides are important for cellular function 

and FDA-approved antibiotics exist that target these extracellular features, while lipid-

binding remains mostly under explored.96,98 Lipids in the membrane are an ideal 
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candidate for antibiotic development because changes in the membrane fluidity or 

polarity causes rapid cell death or interreference of vital protein functions.96 73 

LL-37 (Figure 1.11) is an α-helical AMP with a net +6 charge produced by human

leukocytes in response to infections.97 Hydrophobic and cationic faces allow the 

attraction of LL-37 to anionic species to cause membrane thinning and destabilization. LL-

37 displays potent activity towards P. aeruginosa in biofilms (0.001-1 µM), but it does not 

appear to have any selectivity for a particular target.98 Modifications of 

lipopolysaccharide (LPS) and PG membrane components both decrease its efficacy.81, 98 

Proposed mechanisms of LL-37 include aggregation in the inner membrane to cause pore 

formation, micellization, or interference of cell wall biogenesis (Figure 1.12). LL-37 also 

displays cytotoxic effects on most eukaryotic cells, which supports the membrane 

destabilization pathways.  

Figure 1.12: Potential mechanisms of antimicrobial peptide antibiotics 
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Other AMPs have shown higher selectivity for membrane recognition. Cinnamycin 

and duramycin are two lantibiotics that specifically target PE in bacterial membranes. 

Duramycin and cinnamycin are almost identical (Figure 1.13), differing only at one amino 

acid residue (lysine (K) or arginine (R) at the second position). The lantibiotic family is 

defined by the presence of thioether amino acids, formed from cross linking of a cystine 

residue. The complexity of cross linking lowers the risk of protease degradation (better 

bioavailability), and well-defined three-dimensional structure allows for more selective 

targeting. 99

Figure 1.13: The structure of duramycin using the one-letter amino acid codes. Residues 
are color coded for hydrophobic (blue), cationic (orange), and other (grey). 

Duramycin has been approved for veterinary use but remains too toxic in humans. 

This is surprising, since recent work found that cinnamycin bound to PE with much higher 

affinity than PC in molecular modeling experiments. The alkylation of the amine group 

seems to be too large to fit in the lantibiotics binding site. Isothermal titration calorimetry 

(ITC) binding studies also found duramycin bound preferentially to PE in liposomes of 9:1 

PC:PE with an association of (2.1 ± 0.4 x 108 M-1).100 Binding affinity increased in more 

highly curved liposomes. Accumulation of the antibiotic in the outer membrane led to 
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translocation of PE to promote more binding sites and negative curvature. Expectedly, 

duramycin-resistant B. subtilis has shown a decrease expression of PE and CDL lipids to 

reduce curvature.101 Sequestering of PE in the membrane also leads to inhibition of 

phospholipase A2, an enzyme responsible for the hydrolysis of membrane 

phospholipids.102 It is unknown which mechanism is directly related to duramycin’s 

activity, but likely a synchronous combination of the three. A deeper understanding of 

how these different mechanisms contribute to cell death could help with decreasing 

toxicity in humans. However, PE-binding is an interesting area of research since unhealthy 

mammalian cells also express PE in their outer leaflet. Progress in the development of PE-

sensors will be discussed in more detail in Chapter 3.  

These are only two specific examples of antimicrobial peptides, which do not 

illustrate their biodiversity. Some AMPs have been approved as topical antibiotics which 

overcome cytotoxicity or enzyme degradation. Very few synthetic antibiotics have been 

designed to target membrane phospholipids (which will be discussed through this thesis). 

Overall, there is an urgent need for the development of antibiotics that are less 

susceptible to bacterial resistance pathways. There is also a need for better 

understanding of AMP mechanisms, which could be done through the development of 

receptors for bacterial lipids. Better understanding of membrane-based mechanisms and 

development of membrane-targeting antibiotics will decrease hospitalizations for 

patients world-wide. 
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1.4 Aim of this dissertation 

The primary goal of this thesis is to develop novel receptors for membrane lipids 

using neutral hydrogen bonding interactions. Membrane recognition is useful in many 

biological processes. The diversity of phospholipids allows for selectivity of a certain 

organism or health concern. Receptors for lipid binding can assist in deeper 

understanding of anionic membrane interactions, which historically rely on electrostatic 

interactions rather than more selective hydrogen bonding. Receptors may also act as 

antibiotics through membrane-active pathways. Membrane targeting antibiotics are the 

most resilient class of antibiotics since external membrane-binding overcomes internal 

pathways. Since phospholipids contain polar headgroups with unique chemistry, 

supramolecular receptors should be utilized to further the work in this field. 
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CHAPTER 2  

DEVELOPING NEUTRAL RECEPTORS FOR CARDIOLIPIN 

In this chapter, we develop neutral receptors for cardiolipin, an anionic 

phospholipid crucial for many cellular processes in Gram-positive and Gram-negative 

bacteria. Moreso, it is only present in the human mitochondria rather than the outer 

leaflet of the cell membrane, which allows for selective targeting of bacterial cells. 

Currently, there are no neutral receptors designed to target cardiolipin. Those available 

are cationic and show little selectivity over other anionic bacterial phospholipids. 

Supramolecular receptors containing bis-urea analogs were designed to target the 

phosphate groups of cardiolipin. Binding studies and antimicrobial susceptibility assays 

were performed to determine the efficacy of the bis-ureas with cardiolipin. 

2.1. Introduction 

Cardiolipin (CDL) and phosphatidylglycerol (PG) are the primary anionic 

phospholipids in bacteria (Scheme 2.1). Cardiolipin is the minor component in anionic 

lipids, making up 0-25% of the total membrane lipids in Gram-positive and Gram-negative 

bacteria. CDL’s negative curvature is essential for cellular processes. During cell growth, 
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CDL may enrich the dividing plane of bacteria at the expense of PG lipids.103 This creates 

a curved, highly anionic region used for recognition of integral membrane proteins.104 

During sporulation, CDL concentration is increased from 2 to 20% of the total lipid 

composition in B. subtilis.105 Despite the biological importance of CDL in bacterial 

membranes, no neutral hosts have been designed to target the headgroup of cardiolipin. 

Scheme 2.1:  Anionic bacterial lipids present in bacteria (PG, CDL) and the primary 
phospholipid in human membranes (PC). 

Cardiolipin has a dimeric structure with two phosphates surrounding a central 

glycerol unit (Scheme 2.1). Both phosphates can be deprotonated to give a di-anionic lipid 

headgroup. Protonation of the first acidic phosphate occurs rapidly (pKa,1 у 2.18) in 

biologically relevant conditions, comparable to other phospholipids.106 107 108 However, 

there is still debate about the ionization range of the second phosphate. Scientists 

originally suggested the lipid headgroup has a much higher ionization constant for the 
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second phosphate (pKa,2 > 8) due to stabilization by a glycerol bridge.109 More recent 

studies have also shown both phosphates of the CDL headgroup assert similar ionization 

constants (pKa,1,2 = 2-3) in aqueous dispersion and liposome-based assays (50% CDL/50% 

PC, 25 mM HEPES-KOH).110,106 Availability of both phosphates would allow effective 

supramolecular targeting of the bacterial membrane. If only one phosphate was available, 

it would be more difficult to design receptors that target CDL over PG lipids. 

Historically, CDL-binding has been limited to cationic recognition. Very few 

receptors have been designed specifically for cardiolipin and many of these still exhibit 

some affinity for PG because of their similar anionic phosphatidylglycerol units.  When 

CDL is removed from membranes, many “CDL-specific” antibiotics can still kill bacteria 

because of the anionic charge and similar structure in PG headgroup.111 This section will 

discuss the previous work in CDL recognition in bacteria. 

Visualization of lipids in membranes is useful in many applications. Nonyl acridine 

orange (NAO) is a molecular probe designed to visualize CDL in mitochondria membranes 

and was later adapted in E. coli to discover CDL-enriched domains at the cell poles 

(Scheme 2.2).112-114 NAO contains a quaternary ammonium that forms an electrostatic 

interaction with any negatively charged lipid. Fluorescence increases when NAO binds to 

CDL (2 NAO:1 CDL) or PG (1 NAO:1 PG) in membranes. Recent work by Lueng et al. 

developed a new probe with four quaternary amines lipophilic tails to increase CDL-

selectivity (TTAPE-Me, Scheme 2.2).115 It is likely that this molecule will still coordinate to 

other anionic lipids. Neutral receptors for CDL could aid in selectivity of molecular probes 

as well as antibiotics. 
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Scheme 2.2: Fluorescent probes for the detection of cardiolipin. 

Antibiotics that target CDL are typically dependent on the highly anionic charge 

that accumulates in CDL-rich domains. Sphingosine (Scheme 2.3) is an amino alcohol 

found in nasal, bronchial, and tracheal epithelial cells used as the body’s natural defense 

against pathogens.68 Sphingosine has been shown to exhibit bacteriostatic activity 

against E. coli and P. aeruginosa through interaction of the protonated amino alcohol and 

CDL-rich clusters. A recent study by Verhaegh et al. found that mutants of E. coli deficient

in cardiolipin were resistant to sphingosine unless incubated with 4x the MIC value (5 

µM).116 This allows for insertion of the membrane through coordination of PG-lipids, 

which are more dispersed.104 Developing receptors that target specific lipids could 

overcome this and create more durable antibiotics in the future. 
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Scheme 2.3: Some naturally occurring antibiotics that bind to cardiolipin. Shown in their 
neutral form for clarity. 

Telomycin (Scheme 2.3) is a cationic AMP isolated from Streptomyces canus with 

bactericidal activity against MRSA (MIC ~2 µM) and other Gram-positive organisms.117 

Recent work by Fu et al. found that telomycin may have a CDL-dependent mechanism, 

since resistant strains of S. aureus and B. subtilis displayed a mutation in the cardiolipin 

synthase gene.117 Other binding studies have not been done to confirm any selective 

recognition of CDL over PG in bacterial membranes.  
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Another use for lipid-specific receptors is drug delivery. Drug delivery may 

increase selectivity of new antibiotics (decrease side effects or require lower dosages) as 

well as provide new pathways for antibiotic action. Transcription factors are proteins 

involved in transcribing DNA to RNA. Blocking this pathway with decoy oligonucleotides 

would provide a new pathway for the antibiotic target. Unfortunately, oligonucleotides 

are typically large (~4-14 kDa) hydrophilic polyanions that face issues with bioavailability 

and crossing the bacterial membrane.118 Bolaamphiphiles are large amphiphilic molecules 

with two hydrophilic headgroups linked by a hydrophobic chain that are increasingly 

being used as drug-delivery vehicles.119 Recently, novel bolaamphiphile (12-bis-THA 

nanoplex) was designed to target cardiolipin domains for enhanced delivery of 

transcription-inhibiting oligonucleotide antibiotics (Figure 2.1).120  

Figure 2.1: Cationic 12-bis-THA nanoplex delivers transcription factor decoy (TFD) to 
cytoplasm of Gram-negative bacteria. 

The nanoplex was reported to target cardiolipin domains for the delivery of transcription-

inhibiting antibiotics in C. difficile and E. coli model liposomes.120 However, addition of an 

Alexa 488 dye to the oligonucleotide revealed only moderate increase in uptake in CDL-
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rich compared to PG-rich liposomes. Development of neutral, more selective receptors 

could aid in drug delivery mechanisms that target CDL rather than anionic lipids in 

membranes. 

2.2. Results and Discussion 

2.2.1. Design and synthesis of receptors for cardiolipin 

To design receptors for cardiolipin, we utilized the two phosphate groups as 

targets. Urea functionalities served as phosphate receptors and long, branched alkyl 

chains were incorporated as lipophilic anchors for increased membrane permeability. We 

tried three different rigid and flexible spacers between the urea groups to get a range of 

hosts that may interact with the CDL headgroup (Scheme 2.4).  

Scheme 2.4:  Novel compounds designed to bind to cardiolipin 
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Synthesis of the bis-ureas was completed by reacting 2 equivalents of 2-ethylhexyl 

isocyanate with o-phenylenediamine (2.1), m-phenylenediamine (2.2), or 

ethylenediamine (2.3) overnight in DCM (2.1- 2.2) or pyridine (2.3). Purification of the 

aromatic bis-ureas required column chromatography while 2.3 was able to be 

recrystallized in DCM. Detailed synthesis and characterization can be found in Chapter 5 

(Materials and Methods), and 1H and 13C NMR spectra are given in Appendix A. 

2.2.2. 1H NMR binding studies 

First, we wanted to identify the interaction of 2.1-2.3 with cardiolipin using 1H 

NMR titrations. 1H NMR provides information on the binding affinity and stoichiometry of 

the complex via monitoring the change in chemical shifts (∆δ) in relation to the 

concentration of guest added.121 Obtaining useable binding data for cardiolipin was 

challenging due to solubility issues with the receptor and lipid. In all studies, we used the 

shortest alkyl chains available from Avanti Lipids (CDL 14:0), but the lipid still contained 4 

carbon chains that limited solubility. Mixtures of different deuterated solvents (CD3OD, 

CD3CN, CDCl3, DMSO-d6) were tested with low concentrations of the bis-urea and lipid (1 

mM compound, 15 mM CDL) but it was difficult to obtain a homologous solution.  

Compound 2.1 showed the best solubility with CDL, but the mixture crashed out 

of solution in DMSO-d6 at only 1 eq. CDL. Cardiolipin is shipped with a sodium counter ion 

(CDL-Na2), so we attempted to increase solubility of the CDL by complexation of the Na+ 

with 15-crown-5.122 This did not yield any change in solubility between bis-ureas and 

cardiolipin. Next, we developed a method to exchange the Na+ with a bulkier organic 

counter ion, tetra-butyl ammonium (TBA+) that may reduce competition of CDL-binding 
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to bis-ureas. Ion exchange with TBA+ was performed in two steps: protonation of CDL and 

titration of CDL-H2 with 2 equivalents TBA-OH to yield a disubstituted CDL-TBA2. The 

successful formation of CDL-TBA2 could be seen in 1H NMR by comparison of the 

integrations of TBA and CDL in listed in Figure 2.2. 
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Figure 2.2: (top) 1H NMR of cardiolipin 14:0 (Avanti #750332) in CDCl3 before ion exchange with 
2 eq. TBA-OH. CDLCH3 refers to the terminal CH3 of the alkyl chains of CDL. (bottom) 1H NMR of 
cardiolipin 14:0 (Avanti #750332) in CDCl3, after TBA+ cation exchange. integrations are 
referenced by the terminal CH3 in CDL (CDLCH3). Both ions contain 4 terminal CH3 groups that 
are symmetrical. Integration of cardiolipin CDLCH3 and counter cation TBACH3 show the 
formation of 2TBA:1CDL. 
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Solubility was enhanced after obtaining the CDL-TBA2 salt,but binding to 

cardiolipin with any of the bis-ureas during 1H NMR studies in DMSO-d6 was still 

undetectable. Figure 2.3 shows the result for the titration of 2.2, while the titrations of 

2.1 and 2.3 are given in Appendix A. Compounds 2.1 and 2.2 showed better solubility 

than 2.3, which crashed out of solution at 1.5 eq. CDL-TBA2. Some shift in urea NHs 

occurred in 2.2 with the addition of CDL but the shift in N-H was < 0.1 ppm after 2.5 eq. 

CDL-TBA2 added (Figure 2.3). We also saw a change in the intensity of the urea N-H of 2.1

with the addition of 2.5 eq CDL but we were unable to increase the concentrations to 

obtain binding data from 1H NMR titrations. To try to overcome the solubility issues, we 

moved on to liposome-based binding studies.  
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Figure 2.3: 1H NMR titration of 2.2 with CDL-TBA2 in 0.5% Milli-Q H2O:99.5% DMSO-d6 
at 298 K. No measurable binding was observed from urea NHs at δA = 6.02 ppm and 

δB= 8.32 ppm. 

2.2.3. Liposome-based binding studies 

Liposomes are spherical bilayers commonly used for model membranes in binding 

or ion transport studies. Cardiolipin’s cone shaped geometry prevents the lipid from 

forming bilayers in 100% CDL liposomes, so bilayer lipids (PC, PG) are needed for stability. 

This increases competition for binding to CDL since other lipids are present, but binding 

events should still be detectable if the receptors bind selectively to CDL over the other 

lipids in the bilayer. Different approaches included Triton-X 100 micelles and NAO-probe 

displacement. Each of these is outlined in detail in Chapter 5 (Materials and Methods). 

Unfortunately, liposome studies were not able to reveal any binding data either. 
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Triton X-100 has been previously used to study binding of PS, PC, and PI 

phospholipids in mixed micelles.123 The non-ionic surfactant is useful because there is a 

low chance of competition with CDL’s anionic headgroup. Micelles had been previously 

formed containing ч Ϭ͘ϵй lipid, so ǁe Ƶsed Ϭ͘ϰй molar eƋ͘ ϭ,ϭΖ,Ϯ,ϮΖtetraoleoyl 

cardiolipin[4-(dipyrromethene boron difluoride)butanoyl] (TopFluor® BODIPY-CDL) in 

Triton X-100. 123 Unfortunately, the micelles were unable to form. We added excess of 

Triton-X 100 to the cuvette while stirring without any change in solubility, then allowed 

for the solution to sit overnight but it was too cloudy to be used in any experiments 

(Figure 2.4).  

Figure 2.4: Triton X-100 with 0.4% BODIPY-CDL did not form micelles to study CDL-binding. 
Pictures were taken after stirring in a cuvette for 1 hour and overnight (12 h). 

At the time we were unaware that CDL’s reverse micelle geometry inhibited 

micelle formation with Triton-X 100. As mentioned in Chapter 1, the geometry of the lipid 

can dictate packing arrangement in micelle or lamellar bilayer formation.124 Detergents 
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(Triton X-100) have a “inverted cone” geometry and preferentially form micelles, while 

CDL has a small headgroup compared to its bulky tetra alkyl chains and creates a “cone” 

shaped geometry.62 This leads to a reverse micelle structure which likely inhibited 

formation of the micelles, eǀen at the ǀery loǁ concentration of ��> Ƶsed ;ч Ϭ͘ϰй molar 

eq. CDL to Triton X-100). Previous work had used cylindrical lipids that form bilayers 

rather than using lipids with negative curvature.  

Next, we tried a dye displacement study using NAO. If compounds bind to 

cardiolipin, NAO is displaced from the membrane which should cause a change in 

fluorescence intensity. Mixed liposomes (7:3 POPE:CDL) were formed in a buffer solution 

of Tris-HCl (10 mM, pH 7.4) and NAO fluorescence intensity was measured after 5 minutes 

of stirring upon each addition using excitation/emission wavelengths of 488/520 nm.125 

Our study found a marginal decrease (12%) in NAO fluorescence when treated with 20 

µM 2.2 (10x the NAO concentration, 5x the CDL concentration) but addition of other 

compounds or EtOH (negative control) led to an increase in fluorescence (Figure 2.5). It 

is possible that 2.2 causes some interaction with CDL but does not associate well enough 

to substantially displace NAO. Additionally, the increase in fluorescence seen by the 

ethanol control and other compounds may be caused by crashing out of the compounds 

or liposome stability. To verify if compounds 2.1-2.3 could bind to cardiolipin, we began 

antimicrobial testing.  
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Figure 2.5: Binding of cardiolipin headgroups lead to a change in NAO fluorescence. Our 
studies showed unreliable data that did not indicate any CDL-binding (changes in fluorescence 

intensity where comparable to negative control).  

2.2.4. Bacterial testing 

Because we were unable to obtain any binding data due to solubility problems and 

other experimental factors, we wanted to test the activity of 2.1-2.3 in bacterial studies. 

Bacterial studies are easy to perform, and the overall aim of this chapter was to develop 

compounds that target CDL and subsequently kill bacteria. Therefore, if compounds 2.1-

2.3 do not display any bacterial activity, there would be little reason to continue to 

optimize binding studies with CDL. Efficacy of antibiotics is determined by the minimum 

inhibitory concentration (MIC), which is the minimal concentration needed to impede 

bacterial growth for 24 hours. Compounds 2.1-2.3 were dissolved in DMSO and incubated 

with S. aureus, E. coli and P. aeruginosa in 96-well plates using the broth microdilution 

method for antibiotic susceptibility testing. Broth microdilution methods are useful for 

testing a wide range of concentrations of an antibiotic through serial dilutions of the 
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antibiotic in broth. The antibiotic is dissolved in a suitable water miscible solvent (water, 

DMSO, or methanol) and added to bacteria inoculum in broth for a final concentration of 

5 x 105 colony forming units (CFU)/mL in 200 µL. The concentration of bacteria is 

standardized to 5 x 105 CFU/mL to ensure reproducibility between biological repeats.  

In this study the bis-ureas were dissolved in DMSO due to solubility reasons. The 

maximum amount of DMSO that did not appear to influence bacteria growth was 4% the 

total well volume (8 µL in 200 µL) and a DMSO control was included in each MIC study. 

Bacterial growth was measured by an increase in absorbance at 600 nm (OD600) over 24 

h. The 96-well plate was continuously shaken between spectrometer readings to limit any

precipitation of the bis-ureas and allow aeration for bacterial growth. Concentrations of 

1-100 µM were tested for 2.1-2.3 with Gram-positive (S. aureus) and Gram-negative (E.

coli, P. aeruginosa) organisms that contained various amounts of CDL in the membrane. 

It was most likely for the ureas to work against S. aureus because of its high CDL-content 

and the fact that Gram-positive organisms only contain one protecting bilayer. 

Compounds 2.1-2.3 showed similar absorbance values at 600 nm as the DMSO control, 

indicating that they were not able to kill bacteria at any of the concentrations tested 

(Figure 2.6). This is consistent with the lack of membrane interaction seen in the previous 

liposome and 1H NMR studies.  
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Figure 2.6: Change in growth of bacteria after 24 h, as measured by the absorbance (Abs) 
intensity at 600 nm after 24 h incubation at 35 ⁰C. Data displayed is the average of three 

biological repeats with error bars showing the standard deviation. The bis-urea compounds 
did not significantly decrease growth of any bacteria compared to the DMSO control. 

2.3. Conclusion 

In this chapter, we were unsuccessful at creating a neutral host for cardiolipin. 

There was no measurable binding between 2.1-2.3 and cardiolipin in 1HNMR titrations or 

liposome-based assays. The large size of cardiolipin compared with the poor solubility of 

the bis-ureas made binding data less reliable. Once we tested the compounds with 

common strains of Gram-positive and Gram-negative bacteria, no antibiotic activity was 



62 

detected even though S. aureus has a cardiolipin-rich membranes. Cardiolipin is still a 

valuable target for future antibiotic development because of its importance in bacterial 

division and biofilm integrity.124 Future work should continue to test phosphate receptors 

for antibiotic activity and to learn about the binding mechanisms of natural products that 

target CDL.  
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CHAPTER 3 

UREA FUNCTIONALIZED CROWN ETHERS TARGET 

PHOSPHATIDYLETHANOLAMINE IN BACTERIAL MEMBRANES 

The results in this chapter have been previously published as "Bactericidal urea crown 
ethers target phosphatidylethanolamine membrane lipids", S. Herschede., H. Gneid, T. 
Dent, E. Jaeger, L. Lawson, N. Busschaert.  Organic & Biomolecular Chemistry 19.17 
(2021): 3838-3843. Reproduced with permission of The Royal Society of Chemistry. 

3.1 Introduction 

Due to the struggles of working with anionic lipids discussed in Chapter 2, we 

focused on neutral phospholipids that were present in bacterial membranes. 

Phosphatidylethanolamine (PE) is a zwitterionic phospholipid found in most Gram-

negative bacteria and in certain Gram-positive bacteria.96, 126-127 In healthy mammalian 

cells, PE is limited to the inner leaflet of the plasma membrane or mitochondrial 

membrane. The most common zwitterionic lipid found in the outer leaflet is 

phosphatidylcholine (PC).128 PE and PC have a similar headgroup but differ in methylation 

of the ammonium group (Scheme 3.1). Selective recognition of bacterial zwitterionic 

lipids could therefore be achieved by designing receptors that target the ammonium and 

phosphate of PE.  
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PE is a non-bilayer forming phospholipid like cardiolipin. Hence, PE shares a similar 

structural role in membrane fusion and distribution at cell division sites.61 PE also plays a 

similar role in apoptosis as phosphatidylserine (PS), although it is much less studied.129-130 

During apoptosis, PE is translocated from the inner membrane to the outer membrane by 

flippases, floppases or scramblases for recognition by proteins. In healthy cells, PE is 

found in low quantities (~5%) on the outer membrane, so PE-targeting antibiotics should 

have low cytotoxicity.131 Additionally, PE could act as a narrow-spectrum antibiotic. 

Although PE is one of the most abundant lipids that make up bacterial membranes, it is 

primarily found on the inner leaflet of the outer membrane in Gram-negative bacteria 

and only present in certain Gram-positive bacteria: Bacillus spp. and Clostridium spp.  

Cinnamycin and duramycin are two lantibiotics that specifically target PE in 

bacterial membranes. Duramycin and cinnamycin are almost identical, differing only at 

one amino acid residue (Figure 3.1).132 The lantibiotic family is defined by the presence of 

thioether amino acids, formed from cross-linking of a cystine residue. The complexity of 

the crosslinks both lowers the risk of protease degradation and adds complexity to the 

binding site. The binding affinity of duramycin and cinnamycin has been experimentally 

Scheme 3.1: Phospholipid headgroups of human (PC) and bacterial (PE) zwitterionic 
phospholipids. 
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studied through ITC liposome studies (100 nm, 90% POPC: 10% POPE) which prove the 

1:1 association of PE with cinnamycin (Ka= 108 M-1) and duramycin (Ka= (2.1r0.4) x 108 M-

1).133-134 100 Antibacterial activity of the peptides can be caused by multiple mechanisms, 

as discussed in Chapter 1.90, 101 These include membrane permeability, reorganization of 

PE in the membrane (flip/flop), and inactivation of phospholipase A2.  

Figure 3.1: The structure of duramycin (cinnamycin differs at the second position with an 
arginine (R) group instead of lysine (K)). Hydrophobic residues are shown in blue, cationic in 

orange and other residues in grey. 

The proposed binding mechanism of PE in the hydrophobic pocket of cinnamycin 

has been examined by 1H NMR studies for cinnamycin and lyso-phosphatidylethanol-

amine (Lyso-PE). 1H NMR of the cinnamycin-lipid complex in DMSO-d6 found the 

ammonium to bind in a tight hydrophobic pocket that “was unlikely to accommodate 

other glycerophospholipids.” 135 Lyso-PE lacks one of the acyl chains and was presumably 

used to minimize interference of the acyl tails, which can cause aggregation due to the 

hydrophobic effect and block binding sites. Binding of the ammonium head group was 
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thought to occur with hydroxy aspartic acid (D15), with a hydrophobic pocket created by 

Glycine (G8), Proline (P9), and Valine (V13), and no interaction of the tail (Figure 3.2).135  

Figure 3.2: Binding pocket of cinnamycin with Lyso-PE from 1HNMR, PDB: 2dde_1. 135 
The image was generated using Pymol. Atom colors: carbon (light blue), phosphate 

(orange), oxygen (red), nitrogen (dark blue), and hydrogen (grey) 

Further work used molecular dynamics to create a model of the lowest energy 

conformation of 12:0 PE and cinnamycin using water, dimethyl sulfoxide, and ethanol. 

This predicted additional interactions between the peptide and lipid, as shown in Figure 

3.3.134 The ammonium of PE appears to interact with the hydroxyl groups of the backbone 
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phenylalanine (F7) and valine (V13) and carboxylate of hydroxy aspartic acid (D15) in 

cinnamycin. This also predicted a slightly different arrangement of the hydrophobic 

pocket, which involved additional hydrogen bonding of threonine (T11), V13, F12, and 

F10 with the phosphate headgroup.134 Molecular dynamics found a much lower binding 

affinity between cinnamycin-PC under the same conditions. This is likely due to the size 

of the pocket (which cannot accommodate PC), the lack of hydrogen bonding ability of 

the methyl ammonium, and the lower hydrophobicity of the PC headgroup. 134 Despite 

the selectivity of cinnamycin for PE over PC lipids, the lantibiotics have limited clinical 

applications because of their cytotoxicity and poor pharmacokinetics (as seen with most 

AMPs). 

Figure 3.3: Cinnamycin-PE binding complex generated from molecular dynamics studies by 
Vestergaard et al.134 

Imaging probes have been developed using cinnamycin or duramycin for selective 

PE sensing in different biological and laboratory assays.136 137 131 138 Conjugates are 
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covalently modified at the N-terminal of the peptide with the desired probe and used in 

low concentrations to avoid toxicity. The specificity for PE-binding makes the lantibiotics 

attractive in cancer or cell-death imaging. 136-138 Synthetic receptors for PE have been a 

recent area of interest in supramolecular chemistry because of their wide applicability.  

Other recent work in PE-binding receptors includes a library self-associating 

amphiphiles (SSA) recently developed by Jenifer Hiscock’s group.139-142  The small 

molecules contain hydrogen bond donor (urea) and acceptor (sulfonamide) moieties that 

can adopt multiple hydrogen bonding modes simultaneously (Scheme 3.2).139 140 Binding 

studies found a strong preference in SSA1 binding in E. coli model membrane (67% PE, 

23% PG, 10% CDL) over PC in lipid nanodiscs.143 Selectivity of PE or PG can be achieved 

through hydrogen bonding interactions of the sulfonate with the glycerol hydroxide (PG) 

or ammonium (PE). In PC, methylation of the ammonium only allows for sterically 

hindered weak electrostatic interactions.141 Additionally, SSA1 has been used to enhance 

the uptake of ampicillin and cisplatin (Scheme 3.2) in E. coli and cancer cell lines, 

respectively.142 Ampicillin is a cell wall targeting antibiotic that is unable to cross the lipid 

bilayer of Gram-negative bacteria. Cisplatin is an anticancer drug that exhibits high 

cytotoxicity which could be decreased by targeted drug delivery.143-144 The biological 

activity of ampicillin and cisplatin was increased when SSA1 and drug were added as a 

combination therapy (one after another). This suggests the SSA1 is interacting with the 

membrane via drug transport or increased permeation. The unique properties of the 

anionic molecules show promise for future PE-binding receptors. However, these are 

likely facilitating drug transport rather than acting as membrane-binding antibiotics. 
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Scheme 3.2: Amphiphilic self-associating amphiphile (SSA1) developed by Hiscock et al. 
with potential PE-binding selectivity.140, 142 

Another synthetic receptor, AB1, contains a boronic acid for reversible covalent 

binding to amine-containing lipids (Scheme 3.3).145 AB1 showed selectivity for PE and 

lysyl-phosphatidylglycerol (Lys-PG) over phosphatidylglycerol (PG), phosphatidylserine 

(PS), and PC. Ortho-substituted boronic acids have been known to form inter- and 

intramolecular iminoboronate bonds with tertiary amines.146 147 Additionally, the 

iminoboronate bond is highly susceptible to pH and small molecules, thus it is easily 

reversed. AlexaFluor 488 tagged AB1 was added to liposomes with 100% PC or 60% PC: 

40% PE, PG, PS, or Lys-PG to monitor the selectivity of lipid binding in model membranes. 

The fluorescence only increased in Lys-PG and PE-rich liposomes, indicating the formation 

of the iminoboronate (Scheme 3.3). This was also confirmed in 11B NMR and mass 

spectrometry by lyophilizing the AB1 complex with Lys-PG vesicles and then dissolving 

the complex in 2:1 CDCl3:CH3CD.146 AB1 was also able to fluorescently label PE- and Lys-
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PG-rich membranes of B. subtilis and S. aureus, respectively. The quaternary amine of PC 

is unable to participate in the iminoboronate bond and the additional carboxylic acid of 

the PS head group may sterically block the interaction. 

Scheme 3.3: Boronic acid receptor AB1 binds selectively to amine-containing lipids. AB1 is 
fluorescently tagged with AlexaFluor 488, and binding of PE or Lys-PG in membranes causes 

an increase in fluorescence. 

In this chapter we will discuss a novel small molecule capable of targeting PE over 

PC in different membrane compositions. The ditopic receptor is designed to target both 

the phosphate and ammonium of PE through hydrogen bonding. This should lead to a 

better understanding of PE-binding mechanisms for future drug development. 
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3.2 Results and discussion 

3.2.1. Design and synthesis of novel phosphatidylethanolamine receptors 

Our approach utilizes a urea functionality to bind to the phosphate moiety, 18-

crown-6 to bind to the ammonium group, and a trifluoromethyl-substituted phenyl 

substituent as a lipophilic membrane anchor for PE recognition.148-150 The urea and crown 

ether functionality are linked together through a rigid linker (3.1) or a flexible linker (3.2) 

to determine the optimal geometry that allows the best binding to the headgroup. 

Control compounds 3.3 and 3.4 were also synthesized to investigate the importance of 

the urea moieties in the molecular recognition of PE lipids (Scheme 3.4). Commercially 

available 18-crown-6 was also included in our studies to assess the importance of having 

both the urea and crown ether moiety present in the PE-binding compounds. Synthetic 

details are given in Chapter 5 and characterization details are provided in Appendix B. 

Crown ether derivatives have been reported as antimicrobial agents due to their ability 

to function as ionophores for K+ ions.151 However, the low membrane selectivity of 

ionophores has impaired their clinical usefulness. In contrast, our design takes advantage 

of 18C6’s ability to selectively bind to primary ammonium cations over more substituted 

ammonium cations.149 Combined with the phosphate-binding unit and membrane 

anchor, the crown ether derivatives become PE-selective membrane-active agents with 

improved antibacterial potency. 
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PE-binding compounds 

Control compounds 

Scheme 3.4: Compounds designed for PE-binding. 

3.2.2. 1H NMR binding studies 

To assess the selectivity of 3.1 and 3.2 for PE over PC lipids, we initially performed 

a set of 1H NMR titrations in organic solvents. Under these conditions the lipids do not 

form membranes but are free in solution. While this is not a perfect mimic of biological 

conditions, it allows an accurate determination of association constants and a good 

indication of the inherent headgroup selectivity of each compound. The titrations were 

performed with compounds 3.1-3.4 and 18C6 as the host and POPE (1-palmitoyl-2-oleoyl-

sn-glycero-3-phosphoethanolamine) or POPC (1-palmitoyl-2-oleoyl-glycero-3-phospho-

choline) as guest. Binding was measured by the shift in the urea N-H peaks for compounds 
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3.1-3.4 or the shift in the ammonium POPE for 18C6. The titrations were carried out in a 

solvent mixture (0.5% Milli-Q H2O, 24.5% DMSO-d6 and 75% CDCl3) for solubility reasons. 

Dimethyl sulfoxide is a more competitive solvent since it can act as a hydrogen bond 

acceptor, so we determined the minimal amount needed to solubilize the mixture.26 The 

data was fitted using Bindfit152 and the obtained association constants (Ka) are given in 

Table 3.2. Representative titrations and fitting curves are provided in Appendix B. 

Table 3.1: Overview of the PE-binding ability of hosts 3.1-3.4 and 18-crown-6. All data is 
the average of at least 3 independent repeats and errors represent standard deviations 

Host Ka (M-1), NMR[a] 

POPE POPC 

3.1 531±56 72±6 
3.2 weak[b] weak[b] 
3.3 263±18 129±9 
3.4 weak[b] 22±3 

18C6 180±45 n.d.[c]

[a] Association constant (Ka, M-1) obtained through 1H NMR titrations in 0.5% H2O:24.5% DMSO-
d6:75% CDCl3 at 298 K. [b] No significant change in chemical shift was observed. [c] Not
determined (n.d.) due to lack of protons capable of H-bonding.

It was found that compound 3.1 preferentially binds to POPE (Ka = 530 M-1) over 

POPC (Ka = 26 M-1). The 1H NMR spectra and Bindfit graphs for 3.1 with POPE are included 

in Figure 3.4. Upon binding to POPE, the urea NHs of 3.1 shift downfield in response to a 

change in the environment. The data was fitted to a 1:1 binding curve and a fitplot (Figure 

3.4, b) shows the shift in urea NHs in relationship to the amount of POPE added. The 

residual plot (Figure 3.4, c) visualizes how well the data fits the binding curve. It is 
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expected for the data to be scattered randomly, which correlates to random error rather 

than fitting the data to the wrong stoichiometry. 

Figure 3.4: 1H NMR titration of 3.1 with POPE in 0.5% Milli-Q H2O:24.5% DMSO-d6:75% CDCl3 
at 298 K. (a) Stack plot of selected spectra of a representative titration. (b) Fitplot for the urea 
NHs at δA = 8.37 ppm and δB= 8.74 ppm using global analysis and 1:1 binding stoichiometry. 
Data from 3 independent repeats are overlaid. (c) Plot of the residuals for urea NHs at δA = 

8.37 ppm and δB= 8.74 ppm using global analysis and 1:1 binding stoichiometry. Data from 3 
independent repeats are overlaid. 
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Surprisingly, the flexible crown ether analog 3.2 showed no measurable 

interactions with either lipid. Computational modelling using Molecular Operating 

Environment (MOE) suggests that the flexible linker allows an intramolecular H-bond 

between the urea NHs and crown ether oxygens, thereby blocking the binding site (Figure 

3.5).  

Figure 3.5: Lowest energy conformation of (a) compound 3.1, and (b) compound 3.2 obtained 
using the Molecular Operating Environment software (MMFF94x force field with an implicit 

75:25 chloroform:DMSO solvent to mimic conditions used in 1HNMR titrations using a 
generalized Born solvation model). 

The control compounds 3.3, 3.4 and 18C6 did not bind as effectively either. The 

“rigid control” 3.3 showed non-selective binding to both lipids, while the “flexible control” 

3.4 only showed minimal binding to POPC (Table 3.2). The stronger interaction of POPE 

with 3.3 versus 3.4 is likely due to hydrogen bonding between the methoxy substituents 

of 3.3 and the ammonium group of POPE. Association constants with 18-crown-6 could 

only be determined for POPE due to the lack of protons capable of H-bonding in both 

POPC and 18C6. However, binding studies clearly showed that the crown ether was able 
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to complex POPE (Ka = 263 M-1), but to a smaller extent than 3.1, which can coordinate 

both the ammonium and phosphate groups of POPE. 

3.2.3. Fluorescence titrations with POPE and POPC in liposomes 

After observing selective binding in organic solvents, we investigated the 

interaction of the compounds with lipids in phospholipid membranes using fluorescence 

titrations. To detect binding, we used 7-nitrobenz-2-oxa-1,3-diazol-4-yl (NBD) attached to 

one of the acyl chains of PC or PE (NBD-PE, NBD-PC). This ensures that the fluorophore 

would not block binding to the PE or PC headgroup. Binding to the headgroup can still be 

seen by changes in NBD-fluorescence because the polar fluorophore localizes in the 

lipid/water interface (membrane surface) via “backfolding” of the lipid chain.153 The 

fluorophore is therefore closer to the binding site in the membrane surface so 

environmental changes (binding) cause fluorescence quenching.  

Due to the inability of pure POPE to form stable liposomes,154 the titrations were 

performed with either POPC liposomes containing 1 mol% 18:1-06:0 NBD-PC, or 

1:1 POPE:POPC liposomes containing 1 mol% 18:1-06:0 NBD-PE (Appendix B). The 

addition of 3.1 to PE-containing liposomes caused complete quenching of the NBD 

fluorophore (Figure 3.6). Fluorescence quenching was less pronounced when 3.1 was 

added to PC liposomes, suggesting selective binding of PE over PC. 
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Figure 3.6: Fluorescence titration of 3.1 (10 mM stock in DMSO) into a solution of 100 
nm large unilamellar vesicles (1:1 POPC:POPE liposomes containing 1 mol% NBD-PE). 
Excitation wavelength = 470 nm. (a) Normalized fluorescence spectra, average of at 

least 2 repeats. (b) Stern-Volmer plots for all individual repeats. (c) Results of the linear 
fit of the Stern-Volmer plots. The slope corresponds to the Stern-Volmer constant KSV. 

Quenching of the NBD-labelled lipids by compound 3.1 showed a Stern-Volmer 

relationship and the obtained Stern-Volmer constants (KSV) were used to estimate the 

binding selectivity with PE and PC in liposomes (Table 3.2). The KSV values confirmed the 

selectivity of 3.1 for PE over PC (PE KSV = (6.3±0.8) x 104 M-1 and PC KSV = (1.3±0.1) x 104 

M-1). However, it must be noted that the titrations had to be performed using 1:1

POPC:POPE liposomes and the KSV value for 3.1 with PE is therefore likely an 

underestimate. It is also noteworthy that the Stern-Volmer constants are nearly two 

orders of magnitude larger than the association constants obtained using the 1H NMR 

titrations in organic solutions. We presume that the stronger binding in liposomes is the 
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result of additional hydrophobic effects in aqueous solution that help partition the 

compounds into the membrane. Overall, this data supports our findings from the 1H NMR 

titrations that 3.1 can bind strongly and selectively to PE lipids. The data for 3.2 and 18C6 

is provided in Appendix B (compounds 3.3 and 3.4 were not soluble enough in aqueous 

solution to perform titrations with liposomes). Similar to the 1H NMR titrations, 3.2 and 

18C6 did not cause any quenching of the NBD fluorophore in liposomes, thus highlighting 

the importance of the rigid urea functionality and membrane anchor. 

Table 3.2: Overview of the PE-binding in liposomes of hosts 3.1-3.4 and 18-crown-6. All 
data is the average of at least 3 independent repeats and errors represent standard 
deviations. 

Host KSV (M-1), fluorescence[a] 
NBD-PE NBD-PC 

3.1 (6.3±0.8) x 104 (1.3±0.1) x 104 
3.2 n.d.[b] n.d.[b]

3.3 weak[c] weak[c]

3.4 n.d.[b] n.d.[b]

18C6 weak[c] weak[c]

[a] Stern-Volmer constant (KSV, M-1) obtained through titrations of the hosts into POPC or 1:1
POPE:POPC liposomes containing NBD-labelled lipids. [b] Not determined (n.d.) due to
insolubility. [c] No significant change in fluorescence intensity was observed.

3.2.4. Calcein leakage assay 

To investigate whether the hosts can cause major disruptions in PE-containing 

membranes, a standard calcein leakage assay was performed (with the help of Dr. 

Nathalie Busschaert).155 For this assay, liposomes are prepared encapsulating the 

fluorophore calcein at high concentrations where it self-quenches. If membrane binding 
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causes leakage, calcein is released from the liposomes and diluted into the bulk solution, 

which causes the fluorescence intensity increases (excitation wavelength = 490 nm, 

emission wavelength = 520 nm). Compounds 3.1-3.4 and 18C6 were therefore added to 

1:1 POPC:POPE liposomes to test membrane lysis ability. Pure POPE liposomes were 

unable to be used in the leakage assay because the inverted cone geometry of PE inhibits 

liposomes formation.62 No significant calcein leakage was observed in any of the hosts 

(Figure 3.7). This does not indicate that 3.1 is not binding to PE, but that it does not induce 

membrane leakage. To further understand what happens to the membrane when 3.1 

interacts with POPE, we used a lipid flip-flop assay to quantify translocation of lipids 

across the membrane. 

Figure 3.7: Calcein leakage mediated by 100 µM hosts 3.1, 3.2, 3.3, 3.4 and 18C6 from 
100 nm 1:1 POPE:POPC large unilamellar vesicles (10 µM) loaded with 70 mM calcein, 
150 mM NaCl, 10 mM Tris buffer at pH 7.4. DMSO was used as a negative control and 

duramycin was used as a positive control. The results are the average of 2 biological x 2 
technical repeats and the error bars represent standard deviations. 
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3.2.5. Lipid flip-flop 

The rate of lipid flip-flop, or translocation across the membrane, can be used to 

quantify lipid headgroup selectivity in liposome model membranes.62 Translocation or 

‘flip-flop’ of phospholipids across a lipid bilayer is normally a very slow process with a half-

life of a few hours.156 In the presence of molecules that can bind to the lipid headgroup, 

the polarity of the headgroup can be reduced and lipid translocation can be facilitated.82-

83 To detect flip-flop, the NBD group of lipids in the outer leaflet can be selectively 

quenched via reduction with membrane-impermeable dithionite.157 Residual 

fluorescence will be the result of flip-flop of the NBD-labelled lipid from the outer leaflet 

of the membrane to the inner leaflet.  

In this assay, 100 nm unilamellar DOPC (1,2-dioleoyl-sn-glycero-3-phospho-

choline) liposomes were prepared containing 1 mol% NBD-PE or NBD-PC in the outer 

leaflet of the membrane (assay was performed with the help of REU-student Taylor Dent). 

The results for the PE flip-flop assay are given in Figure 3.8 and Appendix B. Only 3.1 can 

facilitate PE translocation, in agreement with the stronger PE binding observed in the 1H 

NMR and fluorescence titrations. In fact, facilitated PE flip-flop could be observed for 3.1 

at concentrations as low as 3.125 µM (Appendix B), which is a significant improvement 

on a previously reported synthetic crown ether sulfonamide that could only mediate 

modest PE flip-flop at high concentrations (100 µM).83 Flip-flop of PC lipids was not 

observed for any of the compounds, further confirming the high selectivity of for PE over 

PC (Figure 3.8).  
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Figure 3.8: Lipid flip-flop induced by 3.1-3.4. (a) Experimental set-up: 100 nm POPC liposomes 
containing fluorescent NBD-PE or NBD-PC (top right) in the outer leaflet of the membrane are 

incubated with 25 µM 3.1-3.4, 18-crown-6 or DMSO to induce lipid flip-flop. At certain time 
intervals, the fluorescence of the NBD-lipid in the outer leaflet is quenched by the addition of 

dithionite to calculate the % of NBD-lipid flipped by the compounds. (b) Percent of NBD-PE 
(left) or NBD-PC (right) flipped by 25 µM 3.1-3.4, 18-crown-6 or DMSO over a time scale of 60 

minutes. Plots are the average of at least 4 independent repeats, and error bars represent 
standard deviations. 

3.2.6. Antibacterial activity 

Lastly, we wanted to determine if the PE-targeting compounds possess antibacterial 

activity (all experiments were performed with the help of Dr. Hassan Gneid). PE is found 

in the inner membrane and the inner leaflet of the outer membrane of Gram-negative 

bacteria, rendering access to PE in Gram-negative bacteria challenging.158-159 On the other 

hand, most Gram-positive bacteria lack PE, except for species of Bacillus and Clostridium. 

Any compound targeting PE is expected to function as a narrow-spectrum antibacterial 

agent against these bacterial species. 160 With this in mind, a screening assay incorporated 
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the compounds into a Müller-Hinton agar medium, and the agar was subsequently 

inoculated with the bacterial species S. simulans (0% PE), B. subtilis (20-30% PE), and 

B. cereus (40-50% PE) (Figure 3.9 and Appendix B).161-163  Compounds 3.2, 3.3 and 18-

crown-6 did not inhibit the growth of any of the bacteria, consistent with their lack of 

activity in the assays described above. In contrast, 3.4 showed antibacterial activity 

against all bacteria tested, regardless of their PE content. This indicates that 3.4 exerts its 

antibacterial activity through a mechanism that does not involve PE binding, consistent 

with its lack of PE binding observed in the 1H NMR titrations and flip-flop assays. More 

interestingly, 3.1 had no effect on the growth of S. simulans, caused a significant delay in 

the growth of B. subtilis and complete inhibition of bacterial growth of B. cereus. The 

correlation with the PE-content of these bacterial species suggests that the mechanism 

involves binding to PE lipids.  
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Figure 3.9. Bacterial selectivity of 3.1-3.4 and 18-crown-6 (biological repeat 1). Bacterial 
growth was monitored for 24 h at 35 °C on a Müller-Hinton agar plate containing 50 μL 

of a 25 mM DMSO stock of 3.1, 3.2, 3.3, 3.4 and 18-crown-6. Blank contained 300 μL 
DMSO in the agar plate. All plates are photographed so that the B. cereus section is on 

the right, the B. subtilis section is on the bottom, and the S. simulans section is on the left 
of the agar plate. 



84 

The antibacterial activity of 3.1 against B. cereus was subsequently investigated in 

more detail. B. cereus is a common cause of foodborne illness and is closely related to the 

bioterrorism agent B. anthracis, making it a pathogen of interest.164,165 The minimum 

inhibitory concentration (MIC) of compounds 3.1-3.4 against B. cereus was determined 

using standard broth microdilution methods (Appendix B).166 Compound 3.1 showed an 

MIC value of 25-30 µM, comparable to the MIC value obtained for the known PE-targeting 

peptide duramycin (MIC ~32 µM, Appendix B). Consistent with our previous findings, 

compounds 3.2 and 3.3 did not have any effect on the growth of B. cereus (MIC > 100µM). 

Compound 3.4 also exhibited a lower MIC than 3.1 (MIC = 6.25 µM), which correlates to 

the screening assay (Figure 3.9). Imaging of B. cereus after treatment of compound 3.1 

and 3.4 also suggested that these compounds acted via different mechanisms (Appendix 

B). Compound 3.1 caused increased elongation or chaining of the bacterial cells (similar 

to duramycin, Figure 3.10) while 3.4 did not exhibit the same morphological changes. This 

interesting difference led us to investigate the potent antibacterial activity of 3.4 in more 

detail in Chapter 4. 
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Compound 3.1 Duramycin 

Figure 3.10: similarities in B. cereus morphology after incubation with compound 3.4 (25 
µM) and duramycin (64 µM) at their MIC concentrations. Image obtained after 1:10 
dilution in in Müller-Hinton broth and Gram staining using a BioTek Cytation 5 Cell 

Imaging Multi-Mode Reader (40x objective, Brightfield). Scale bar represents 100 µm. 

Next, we investigated the ability of 3.1 to cause membrane depolarization of 

B. cereus using the voltage-sensitive dye, 3,3’-dipropylthiadicarbocyanide [Disc3(5)].167

This cationic membrane-permeable fluorophore accumulates in polarized cells, where it 

self-quenches. When the membrane potential is dissipated, the dye is released into the 

medium and de-quenched, which can be followed by a fluorometric assay (Figure 3.11, 

a). Alternatively, the depolarization event can also be studied using fluorescence imaging 

(Figure 3.11, b). In this case, cells that are polarized show a pronounced red fluorescence 

due to the accumulation of Disc3(5), whereas depolarized cells do not show fluorescence. 

Gramicidin was used as a positive control known to cause membrane depolarization, and 

clindamycin was used as a negative control because it targets the ribosome rather than 

the bacterial membrane.168-169  
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At 25 µM (1xMIC), 3.1 caused partial depolarization of B. cereus. Full depolarization 

was seen at 40 µM (1.6xMIC) and 250 µM (10xMIC). Depolarization occurs when the ionic 

gradient of the membrane is interrupted. This is common in membrane-targeting 

antibiotics.32 The ability of 3.1 to cause depolarization in B. cereus correlates with binding 

to PE in bacterial membranes. 

 

Figure 3.11: Membrane depolarization of B. cereus by 3.1 measured using Disc3(5).(a) Fraction 
of Disc3(5) released after 15 minutes incubation with clindamycin (negative control, 1 µg/mL, 

1xMIC), 25 µM 3.1 (1xMIC), 40 µM 3.1 (1.6xMIC), 250 µM 3.1 (10xMIC) or gramicidin (positive 
control, 1.25 µM, 1xMIC). Data is the average of 2 biological x 2 technical repeats and error 

bars represent standard deviations. (b) Brightfield (top) and fluorescence (middle) and overlay 
(bottom) imaging of B. cereus incubated for 15 minutes with 4% DMSO (blank) or 250 µM 3.1 

(10xMIC). Absence of fluorescence indicates that the cells are depolarized. Scale bars represent 
10 µm. (c) Chemical structure of the membrane permeable dye, 3,3’diproylthiadicarbocyanine 

iodide [Disc3(5)]. 
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Lastly, we investigated the bactericidal activity of 3.1 since membrane-active 

antibiotics are normally bactericidal rather than bacteriostatic.5, 170 Bacteriostatic refers 

to antibiotics that inhibit growth of the bacteria, while bactericidal kill bacteria, thus 

limiting the occurrence of resistance. The minimum bactericidal concentration (MBC), 

defined as the lowest concentration needed to kill 99.9% of bacteria, was 35-40 µM for 

3.1, which is only slightly higher than its MIC value (25-30 µM) (Appendix B). This suggests 

that compound 3.1 has bactericidal activity and further confirms a mode of action that 

involves the bacterial membrane.  

3.3 Conclusions 

In this chapter, we have identified a new crown ether urea derivative (3.1) 

that is able to selectively bind to the bacterial lipid PE over the mammalian lipid PC in both 

organic solution and in liposomes. This compound functions as a bactericidal agent 

against B. cereus with an MIC value of 25-30 µM and causes membrane depolarization in 

this bacterium. The other urea and crown ether compounds did not have the same affinity 

for PE. This demonstrates that the 18-crown-6 and urea group are both required for 

strong PE headgroup binding and a rigid linker is needed between the two to achieve the 

right conformation. Future work should focus on other phosphate binding molecules that 

can have antibacterial activity, as well as analogues of 3.1 to determine structure-activity 

relationships and lower the MIC values. 
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CHAPTER 4  

IDENTIFICATION OF THE MECHANISM OF ACTION FOR UREA-

BASED ANTIBIOTICS USING BACTERIAL CYTOLOGICAL 

PROFILING 

4.1 Introduction 

Bacterial cytological profiling (BCP) is used in this chapter to identify the mechanism 

of action (MOA) for a urea-based antibiotic with unknown MOA identified in Chapter 3 

(compound 3.4). BCP is a method to classify the effects of antibiotics using fluorescent 

staining, microscopy, and stastical analysis of image data. Bacteria are stained with 

florescent dyes that allow visualization of the cell membrane (FM4-64), nucleoid (4’-6-

diamidino-2-phenylindole [DAPI]), and membrane permeability (Sytox Green). 

Morphological changes in the cells can be identified based on the shape, location, and 

fluorescence intensity generated by fluorescence microscopy. Computational image 

processing allows large sample sizes to be processed in a relatively short amount of time. 

This is highly beneficial for future drug design, since one of the most significant hurdles is 

identifying the mechanism of action (MOA). This chapter explores the steps for optimizing 
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BCP analysis: careful selection of bacteria, dyes, microscopes, filters, processing software, 

and known antibiotics; the data collected, and the correlation of the novel compounds 

with known MOA. 

4.1.1 Development of BCP 

Bacterial cytological profiling is an image-based profiling assay that allows rapid 

categorizing of an antibiotic with an unknown MOA based on early morphological 

changes. Some of these changes can be seen within only 30 minutes of incubation (e.g., 

nucleoid decondensation, membrane lysis), while other changes only manifest after 

longer incubation times. After 2 or 5 hours of incubation with an antibiotic there is enough 

variability to separate antibiotics into different classes based on their MOA. Bacterial 

cytological profiling was developed by Nonejuie et al. in 2013 at UC San Diego. Image 

profiles were generated from 41 antibiotics belonging to 26 different MOA classes using 

a membrane-permeable E. coli strain (lptD4213).11, 171 Antibiotics that normally do not 

work on E. coli could be tested because of the increased permeability and high 

concentration of antibiotic treatments (5x the MIC). This produced a classification system 

that could determine the correct MOA in double-blind studies and separate different 

targets within the same class of antibiotics when tested together. They also identified the 

natural product Spirohexenolide A (Scheme 4.1) as a membrane active antibiotic.  

Rapid screening by BCP allows researchers to test larger libraries of compounds 

and identify new antibiotics with unique MOAs. NCS145612 (Scheme 4.1) was discovered 

in a screening of 64 compounds from the National Cancer Institute’s Developmental 

Screening Program. It had a promising minimum inhibitory concentration (MIC) of 25 µM 
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against A. baumannii, a Gram-negative pathogen that is becoming increasingly worrisome 

in hospital settings.172 The use of BCP demonstrated that NCS145612 inhibits growth via 

targeting RNA transcriptase, similar to Rifampin. This is not surprising given the 

similarities in chemical structure (Scheme 4.1).172  

Scheme 4.1: Some antibiotics that have been used in bacterial cytological profiling studies. 

BCP can also be used in combination with genetic profiling to identify novel 

targets. Thailandamide A (Scheme 4.1) is a linear polyene natural product produced by 

the Gram-negative soil bacteria Burkholderia thailandensis, that exhibits antibiotic 

activity (MIC ~10 µM) against B. subtilis and S. aureus. Previous work had been 

unsuccessful in identifying the MOA of thailandamide A, but BCP revealed a unique 

pathway not represented by common antibiotics.173-174 Genetic identification of mutant 

strains of B. subtilis led researchers to identify a new class of fatty acid biosynthesis 
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antibiotics that inhibit bacterial growth by targeting acetyl-CoA carboxylase (the first step 

in fatty acid biosynthesis).174 This shows the adaptability of bacterial cytological profiling 

to aid in drug development. 

Larger bacteria like E. coli and B. subtilis have been the most widely used in BCP 

assays because they are easier to image, but over 20 Gram-positive and Gram-negative 

bacteria have been adapted in academic studies.175 176 177 178 Sridhar et al. developed an 

assay for S. aureus, K. pneumoniae, and S. enterica imaging in 96-well plates and some 

pharmaceutical companies are adapting their own assays for high throughput 

screening.176 179 176, 180 Other applications of bacterial cytological profiling include rapid 

susceptibility testing and the detection of early morphological changes below the MIC 

value. Treatment of clinical isolates of S. aureus with daptomycin induced physical 

changes that identified methicillin resistant strains in under 2 hours with 100% 

accuracy.178 These examples demonstrate the reliability, speed, and accuracy of BCP 

methods. As more researchers and pharmaceutical companies adopt this technology, the 

MOA libraries will improve, allowing for more applications and discoveries.  

4.1.2 BCP workflow 

The BCP workflow used in this chapter is outlined in Figure 4.1. The determination 

of a MOA requires three key steps: image generation, image analysis and statistical 

analysis. Image generation includes the choice of antibiotics and optimization of imaging 

techniques (cell fixation and fluorescence staining). Image analysis generates quantitative 

data by creating measurable objects from images. Statistical analysis is used to extract 



92 

the most relevant features to separate the antibiotic classes and classify the antibiotic 

with unknown MOA into one of the known profiles. The methods used will be discussed 

below in general terms to guide the reader through the data interpretation in Section 4.3. 

Figure 4.1: Schematic overview of the bacterial cytological profiling (BCP) assay preformed in 
this study. 

4.1.2.1 Cell fixation and staining 

Before imaging, bacteria must be immobilized (fixation) and stained with 

fluorescent probes for visualization. Fixation can be achieved through specific coatings 

applied to the image plate and/or the use of solvents. It is important to optimize the 

fixation method for the specific bacteria and strain used.176, 181 Issues with bacterial 

adhesion could result in large clumping (only stuck in certain areas, non-uniform coating) 
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or too few to analyze (poor adhesion). Both cases diminish image quality and introduce 

downstream error.  

Staining of bacteria with fluorescent dyes allows visualization of the bacteria with a 

confocal fluorescence microscope. Fluorescent dyes are selected based on their 

excitation (ex.) and emission (em.) wavelengths (O). The stains must have minimal 

autofluorescence (i.e., low fluorescence in aqueous environments) and bind specifically 

to the given target. Non-selective or off-target fluorescence can reduce clarity. The three 

fluorophores typically used in BCP are DAPI, Sytox Green (SG), and FM 4-64, which 

exhibit blue (Oem = 457 nm), green (Oem = 523 nm), or red (Oem = 640 nm) fluorescence 

respectively, so that the emission does not overlap.11 The excitation (dashed lines) and 

emission spectra (solid lines) for each fluorophore is simplified in Figure 4.2. Sytox Green 

and DAPI both stain DNA to measure the density and chromosome architecture of 

bacteria. DAPI is a membrane-permeable fluorophore that preferentially coordinates to 

the minor groove in DNA.182-183 DAPI-staining can visualize changes in DNA-packing (size, 

shape) or density (intensity).184 Sytox Green (SG) is a membrane impermeable stain that 

exhibits green fluorescence in the presence of DNA. The increase of SG intensity is 

proportional to the amount of membrane damage caused by an antibiotic.185 BCP uses 

the two nucleic acid stains together to determine the amount of cell lysis via the intensity 

of SG or the ratio of SG/DAPI stained nuclei.11, 184 FM 4-64 is an amphiphilic styryl 

fluorophore used to visualize bacterial membranes. FM 4-64 consists of a polymethine 

fluorophore sandwiched between a hydrophilic tail and cationic headgroup. The 

hydrophobic headgroup reduces membrane insertion so that the outer membrane 
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accumulates the fluorescent dye.186 FM 4-64 exhibits red fluorescence and allows for 

measurements of bacterial cell size and shape. When combined, the fluorescent probes 

can identify unique changes in bacterial cell morphology that reflect the specific MOA. 

Figure 4.2: Simplified graphs for DAPI, Sytox Green, and FM 4-64 excitation (dashed line) and 
emission (solid line) spectra. Sequential scanning required the use of three separate excitation 
sources (lasers) and three emission filters (DAPI, FITC, and Cy5). Settings listed are specific to 

the Nikon A1 confocal microscope at Tulane University. Adapted from ThermoFisher.187 

4.1.2.2 Cell imaging 

Fluorescence confocal microscopy is widely used in biomedical and materials 

science because of its adaptability to different fluorophores and high contrast compared 

to traditional microscopes.179-180, 188 Confocal microscopy uses lasers as light source and 

is commonly employed in fluorescence imaging because it can filter out unwanted 

background light through an adjustable pinhole and emission filter.189 Fluorescent 

confocal microscopy follows a similar format to any spectrometer. First, the fluorophore 
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is excited by a specific, higher energy wavelength. Emission of a weaker, longer 

wavelength is separated from background noise by a dichroic mirror and emission filter 

before reaching the detector.189 High resolution images are obtained in confocal 

microscopy because the incoming excitation light source is finely tuned by the 

microscope’s objective. The laser is focused on a defined spot at a specific depth within 

the sample to minimize background fluorescence from out-of-focus areas.189 The 

emission filters specific to each channel of the confocal microscope at Tulane University 

are listed in Figure 4.2. The DAPI, FITC, and Cy5 channels were used for DAPI, Sytox Green, 

and FM 4-64 stained images, respectively. The channel names are arbitrary and based on 

common fluorophores. One channel is used for each fluorophore, resulting in 3 different 

images. The microscope can be programed to image sequentially so that there is minimal 

overlap of emission for each fluorophore.  

Even with high-resolution techniques like confocal microscopy, it is much harder 

to image bacteria than eukaryotic cells. Bacteria are much smaller and require high 

magnification to capture variation at the single-cell level. Imaging errors should be 

minimalized by optimizing fixation and staining techniques as well as keeping the 

microscope parameters consistent between experiments.184 190 

4.1.2.3 Image analysis and statistical analysis 

Segmentation 

Segmentation is the process of generating computational data from each image 

so that features of the bacteria can be analyzed. Objects in this study refer to the 

nucleoids (identified by DAPI) or membranes (identified by FM 4-64) of individual 
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bacteria. Segmentation parameters define how the software recognizes cells compared 

to background noise or neighboring cells.191 Segmentation algorithms typically assume a 

circular object.192-193 This means that rod-shaped bacteria are less accurately separated 

from a growing neighbor.191 CellProfilerTM is an automated image analysis software that 

allows the user to optimize their own segmentation parameters.194 Segmentation can be 

improved by creating a robust model and removing any obvious outliers before further 

analysis. A robust model is one that limits over- or under-segmentation in all images for 

each object. First, the segmentation parameters for each channel must be kept constant 

between antibiotic treatments and biological replicates. This ensures reproducibility and 

non-bias results.191 Second, proper segmentation can be achieved using size and intensity 

features. Over-segmentation occurs when there is too much separation or splitting of the 

image during object detection.193 This is usually easier to fix because you can increase the 

size of the object filter. Under-segmentation is when the software is unable to identify 

the boundary between two cells, so it combines them as one object. Chaining in B. subtilis 

makes identification of the individual bacteria difficult. However, using the size of the 

membrane and intensity of the membrane stain as a guiding feature, CellProfilerTM has 

been shown to accurately classify cells.194 

Linear Discriminate Analysis (LDA) 

Image analysis generates multidimensional data that is difficult to rationalize on 

an (x,y) or (x,y,z) plot. To analyze large, complex data sets it is common to exploit 

dimensionality reduction techniques that allow better visualization of trends and errors 

between experiments (Figure 4.3). Our study uses dimensionality reduction to identify 
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important trends in bacterial morphology between antibiotic treatments within different 

MOA targets. Optimal separation between different antibiotic targets leads to more 

precise classification of the unknown MOA.  

Figure 4.3: A simplified representation of how dimensionality reduction using linear 
discriminant analysis (LDA) allows better understanding of trends within a dataset. 

Linear transformation is a dimensionality reduction technique used to simplify 

multidimensional data onto a 2D or 3D space. Two of the most common techniques are 

principal component analysis (PCA) and linear discriminant analysis (LDA).192 The key 

differences between the two are that PCA is used to optimize the separation between all 

variables (antibiotics) and LDA optimizes separation between classes of variables while 

limiting the in-class disparity. To optimize separation of the MOA classes, an eigenvector 
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(discriminant factor, F1) is drawn to define a new dimension which segregates the cell 

measurement data (variables) into discrete MOA classes (Figure 4.3). Data is transformed 

onto a simple linear plot with the distance of each datapoint summarized by an 

eigenvalue. The eigenvalue is a positive or negative value that is used to calculate the 

contribution of each variable to the new axis (F1). In LDA, the average of each antibiotic 

class cell measurement should be statistically significant from the average mean of the 

data set. Any variable that does not differ between antibiotic targets can be removed 

because it will not contribute to the final classification of the unknown MOA’s profile. 

Clustering 

In LDA, centroids are used to visualize the relationship between different classes 

of antibiotics on an (x, y) plane. This is important for validation of the LDA model and 

optimizing the distance between class and within-class means. However, we need to use 

more complex data clustering to assign the unknown MOA to the known antibiotic 

profiles. Euclidian distance clustering is a method of grouping variables by their 

separation within a three dimensional (Euclidian) space (x,y,z). We use this to calculate 

the relationship between two antibiotic treatments in connection with the rest of the 

dataset.192 Agglomerative hierarchical clustering (AHC) is an approach commonly used in 

morphological profiling that creates a dendrogram to show the relationships between 

bacteria in different environments.192 Agglomerative clustering begins with the individual 

groups of MOA classes, and combines them until all are connected under a single node in 

the dendrogram. In a dendrogram, the smallest clusters in height are the most closely 
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related. This means that the distance between each node connection corresponds to the 

relationship of one cluster to another. If clustering of the new antibiotic is not obvious, 

this could mean that the compound is acting on a novel target or that different antibiotics 

should be selected for future analysis. Either way, it is a highly useful tool in classification 

of new drugs and visualizing the relationships between antibiotic profiles.  

4.2 Results and Discussion 

4.2.1 MIC determination of potential novel antibiotics 

Compound 3.4 was designed as a control in Chapter 3 for PE-binding, but exhibited 

broad spectrum activity against Gram-positive bacteria with no indication of lipid 

recognition (Figure 4.4).195 Additionally, studies conducted by Dr. Hassan Gneid also 

indicated low-hemolytic activity (Appendix C). 196 Hemolysis is an important indication of 

toxicity, data shown in Figure 4.4 represents the concentration needed to achieve 50% 

hemolysis of human red blood cells (HC50). Since our studies indicated that 3.4 was not 

acting through membrane recognition, we wanted to use BCP to identify the MOA.  
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Antibiotic activity 

Bacteria MIC (µM) 
B. cereus 6 
B. subtilis 1.5 
S. aureus 1.5 

E. coli > 100
3.4 Hemolytic activity 

HC50 > 400 µM

Figure 4.4: Antibiotic activity and structure of compound 3.4. 

In addition, we wanted to test other urea molecules to see if they would exert 

similar antibiotic activity. Urea-based compounds 4.1-4.9 were obtained from Linda 

Shimizu to include in antibacterial and MOA studies.197-201 We also wanted to test the 

activity of cyanostar 4.10 (received from Amar Flood) due to its strong binding to 

phosphate species.57 Unfortunately, none of the compounds received from collaborators 

indicated any antibiotic activity against B. subtilis or S. aureus in broth dilution minimum 

inhibitory concentration (MIC) studies (Scheme 4.2 and 4.3). Antibiotic susceptibility 

studies were conducted with B. cereus (ATC 11778) or S. aureus (ATC 25923) to determine 

if the ureas would display similar antibiotic activity to compound 3.4. This requires the 

antibiotic to be soluble in a solvent that is miscible with the aqueous solutions used for 

bacterial testing. Only 7 compounds were soluble enough in DMSO (4.2-4.6) or 

DMSO/CH3CN mixtures (4.1 and 4.7) to obtain MIC values. The MIC values listed in 

Scheme 4.2 correspond to the highest concentration tested, implying that the 

macrocycles displayed no measurable activity against Gram-positive bacteria.  
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Scheme 4.2: Compounds received from Linda Shimizu’s lab. The MIC values listed were the 
highest concentrations able to be tested. 

Compounds 4.8-4.10 were unable to be tested due to solubility issues (Scheme 

4.3). Compounds 4.8 and 4.9 were only available in limited quantities, so solubility was 

only tested in DMSO or DMSO/CH3CN mixtures. We tried to dissolve the cyanostar (4.10) 

in phosphate buffered saline (PBS), DMSO, acetonitrile, and mixtures of these solvents 

but it was not possible to obtain a homogenous solution for antibiotic testing. 
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Scheme 4.3: Compounds received from Linda Shimizu and Timothy Glass that were 
unable to be tested for antibiotic activity due to solubility issues. 

Although these findings are inconclusive, urea macrocycles may still be a viable 

option for future antibiotic development. Pillararenes, cyclodextrins and larger cavity 

molecules have shown broad-spectrum antibiotic effects. However, many of these 

molecules contain highly cationic regions to mimic antimicrobial peptides.202 Additionally, 

the macrocycles tested have all shown some type of molecular stacking or self-assembly 

which can form pores in bacterial membranes but also create solubility issues.197-198, 201,

203-205 As none of the other urea-based compounds showed sufficient antibacterial

activity, compound 3.4 was the only one used throughout the BCP assay. 



103 

4.2.2 Selection of antibiotics with known MOA 

Before we can begin optimizing the imaging parameters, we need to select the 

antibiotics with known MOA and verify their MIC with the specific bacterial strain and 

culture method. Six antibiotics from five different target classes were incubated with B. 

subtilis to create 5 distinct MOA profiles. B. subtilis was chosen because of large size, 

because it has been previously used in BCP assays, and because our antibiotic with 

unknown MOA (3.4) had shown activity against this Gram-positive organism (Figure 

4.4).195 184 Target classes included: folate synthesis (FS), protein synthesis (PS), ribonucleic 

acid (RNA), membrane (MEM), and cell wall synthesis (CW). Expected changes in 

morphology based on previous BCP studies are shown in Figure 4.5. Two cell-wall 

targeting antibiotics, phosphomycin and vancomycin, were chosen because they impart 

very different changes to the cell phenotype.11, 184 Vancomycin physically blocks cell wall 

synthesis by binding to the growing peptidoglycan chain. This leads to minimal changes 

in the cell size. Phosphomycin targets the enolpyruvate transferase MurA enzyme within 

bacteria and creates mis-regulation during cell wall synthesis so that cells become 

elongated. Phenylthiazole-substituted aminoguanidines have previously shown cell wall 

targeting activity against E. faecalis.175 Since guanidines are also used in phosphate 

recognition, we wanted to include both extremes in morphology that can be induced by 

cell wall-targeting antibiotics to ensure accurate classification of compound 3.4. 
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Figure 4.5: Graphical depiction of the expected morphology for bacteria after treatment with 
the known antibiotics used in this study.11, 184, 206-207 

The MIC value for each antibiotic was determined using the broth microdilution 

method and visual inspection (Table 4.1). MIC values are based on 3 biological repeats, 

using untreated (DMSO, broth) and clindamycin controls. Compounds were dissolved in 

DMSO or sterile cation-adjusted Müller-Hinton broth (MH2), as listed in Table 4.1. 

Overall, the MIC values obtained were consistent with those reported in previous BCP 

studies.11, 184
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4.2.3 Cell fixation and staining 

Next, we determined the optimal parameters for cell fixation, staining, and 

incubation. The full procedure is given in Chapter 5 (Materials and Methods), which is a 

modified version of a high throughput method developed by Sridhar et al.176 To begin, 

image quality 96-well plates were incubated with a vitronectin coating prior to the assay. 

This glycoprotein matrix assists in cell adhesion to the 96-well plate.188 Next, B. subtilis 

bacteria were incubated for 2 hours with antibiotic at 5xMIC. Cells were washed with 

phosphate buffered saline (PBS), incubated with 4% paraformaldehyde (to ensure cell 

death and preserve features), washed again with PBS, and incubated with 50 PL of dye 

mix (5 Pg/mL DAPI, 2.5 PM Sytox Green, 10 Pg/mL FM4-64 in Hank’s Balanced Salt 

Solution ([HBSS]) per well for 45 minutes in the dark at 25 qC.184, 188 Finally, the 96-well 

plates were imaged immediately and kept in a dark environment to avoid photobleaching. 

Table 4.1: MIC values and abbreviations for antibiotics used within the BCP assay. 

Antibiotic MOA MIC (µg/mL) Solvent 

Phosphomycin CW 250 MH2 

Vancomycin CW 0.05 DMSO 

Bactrim FS 1500 MH2 

Rifampicin RNA 0.08 DMSO 

Gentamicin PS 10 MH2 

Compound 3.4 UNK 0.5 DMSO 

Calcimycin MEM 0.01 DMSO 
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4.2.4 Cell imaging 

Single-cell imaging was performed using a Nikon A1 confocal microscope with 

consecutive DAPI, FITC, and Cy5 lasers using a 40x oil objective. Metadata from the 

microscope is listed in Appendix C. Magnification settings and intensity parameters for 

DAPI and Sytox Green stained cells (DAPI and FITC laser power) were kept constant 

throughout all three repeats. Raw images were imported directly to CellProfilerTM, where 

standardized image correction was applied using the “EnhanceOrSuppressFeatures” 

model to increase resolution (Figure 4.6).  
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Figure 4.6: The workflow of image analysis using CellProfilerTM. Images shown are of 
compound 3.4 treated B. subtilis stained with DAPI in the DAPI channel. a) cropped image, b) 

enhanced image, c) object outlines (segmentation), d) object selection. Scale bar = 24 𝝁𝝁𝝁𝝁. 

Intensity measurements used in the analysis (DAPI, Sytox Green stained nuclei) 

were obtained from non-corrected images, while morphological measurements used the 

corrected images. Single channel and overlaid images are shown in Figure 4.7. Images 

shown in Figure 4.7 are optimized for clarity using Fiji v2.3.0.208 A review of the 

morphological changes of the bacterial features shows a positive correlation between 

membrane targeting calcimycin treated cells and compound 3.4. These treatments 

showed the highest amount of Sytox Green stained cells indicating that compound 3.4 is 

likely acting through a membrane-active pathway.  
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All antibiotic treatments caused some increase in the membrane area. Cell 

elongation is a common response to environmental stress because larger cells are more 

difficult for predators (protozoa, neutrophils) to ingest.209 210 206 Phosphomycin-treated 

cells exhibit the largest increase in membrane length and eccentricity (elongated-ness). 

Elongation in rod-shaped bacteria primarily occurs in response to mis-regulation during 

cell wall synthesis.206 Internal-targeting cell wall antibiotics cause the bacteria to produce 

peptidoglycan for their lateral rather than the septal cell wall which elongate the cells.206 

11 More subtle changes in the membrane length were seen in rifampicin, calcimycin and 

compound 3.4 treated cells (Figure 4.7). Calcimycin also displays a reduction in cell width, 

creating more rod-shaped cells compared to the DMSO control. Bactrim, vancomycin, and 

gentamicin treated cells showed minimal increases in membrane area and more 

circularity compared to other antibiotic treatments.  



109 

DAPI Sytox Green FM4-64 Composite 
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Figure 4.7: Images taken after 2 h of incubation with the listed antibiotic, DMSO or 
borth. From left: DAPI, Sytox Green, and FM4-64 stained cells. Sytox Green is used to 

visualize membrane lysis, so no cells are present when the membrane is intact. 
Brightness was enhanced for clarity using Fiji, scale bar represents 5 µm. 
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DAPI Sytox Green FM4-64 Composite 
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Figure 4.7 (continued): Images taken after 2 h of incubation with the listed antibiotic. 
From left: DAPI, Sytox Green, and FM4-64 stained cells. Sytox Green is used to visualize 
membrane lysis, so no cells are present when the membrane is intact. Brightness was 

enhanced for clarity using Fiji, scale bar represents 5 µm. 
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Changes in DNA packing can be seen by the intensity and morphology of DAPI 

stained cells. Rifampicin treated cells have been shown to exhibit rapid decondensation, 

which refers to the un-packing of DNA within the nucleoid. This causes a slight increase 

in the DAPI area as it expands within the membrane (Figure 4.7).211 184 11 Vancomycin and 

phosphomycin express a higher nucleoid area but with more irregular packing of DNA.184 

11 This packing results in segmented nucleoids spread out within the cell that is typical to 

cell wall targeting antibiotics. Bactrim treated cells also had higher irregularity. The DAPI 

stained area looks almost oval shaped, with higher nucleoid density in the center of the 

cell. Compound 3.4 induced more rod-shaped nuclei, seen by an increase in DAPI length 

and decrease in circularity. Gentamicin and calcimycin treatments exhibit a slight 

decrease in the size of the DAPI-stained area compared to controls. Calcimycin-treated 

bacteria also exhibited a higher DAPI intensity in tightly packed, more circular nucleoids 

compared to the DMSO control.  

Increased membrane permeability reflects higher intensities of Sytox Green in the 

nucleoid. Calcimycin is a membrane active antibiotic that causes depolarization and pore 

formation through Ca2+ channels. Depolarization of the membrane leads to increased 

permeability which allows Sytox Green uptake. Other treatments also displayed an 

increase in SG uptake, because it is common to see a decrease in membrane integrity as 

a downstream effect from other targets.11, 212 For example, when gentamicin blocks 

protein synthesis, it promotes mistranslation and impacts membrane permeability.11 Cell 

wall targeting antibiotics have also shown membrane lysing to a lesser extent, but 

phosphomycin and vancomycin treated cells exhibited little to no SG uptake in this 
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study.184 Compound 3.4 appears to accumulate a substantial amount of Sytox Green (SG), 

almost to the extent of calcimycin. These results show that this urea-based antibiotic is 

likely acting through a membrane-active MOA. However, compound 3.4 does not display 

the same shrinkage of the nucleoid as displayed in the calcimycin treated cells, but this is 

likely specific to the cation transport mechanism of calcimycin. Many other membrane-

active antibiotics display more subtle changes in DAPI, as seen in compound 3.4.11 The 

initial imaging suggests that compound 3.4 is a membrane-targeting antibiotic, but 

quantitative analysis discussed below will confirm these findings. 

4.2.5 Statistical image analysis 

Cell objects (nucleoids, membranes) created by CellProfiler were measured by the 

“MeasureObjectSizeShape” module and data was exported to Excel. Object intensity was 

measured for both DAPI and Sytox Green stained nucleoids using the 

“MeasureObjectIntensity” module. A description of the calculated parameters are given 

in Table 4.2, and the obtained measurements for each antibiotic is given in Table 4.3. 

Where treatments did not affect membrane permeability, SG intensity is statistically 

represented with zero values. The data reflects three biological repeats where a minimum 

of 50 bacteria were analyǌed per ǁell͘ dhis resƵlts in n ≥ ϭϱϬ for ��WI and &D ϰ-64 

parameters. The parameters selected by CellProfilerTM follow previous work by Lamsa et 

al. which define object size, shape and intensity measurements.184 Linear discriminant 

analysis was preformed using the Addinsoft XLSTAT 2022.2.1 plugin (Student Version) in 

Microsoft Excel 16.60 for Mac. 
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Table 4.2: Description of parameters (adapted from CellProfilerTM)194 

Parameters that describe an object’s size 

Area Area of the object calculated by the number of pixels in the object (𝜇𝜇𝜇𝜇2) 

Length Length (𝜇𝜇𝜇𝜇) of the major axis of the ellipse that has the same normalized 
second central moments as the region.  

Width Width (𝜇𝜇𝜇𝜇) of the minor axis of the ellipse that has the same normalized 
second central moments as the region.  

Fret 
Diameter 

The distance (𝜇𝜇𝜇𝜇) between two parallel lines tangent on either side of the 
object.  

Perimeter The distance around the boundary of the object ( 𝜇𝜇𝜇𝜇) 

Convex area The number of pixels within the area of a convex polygon drawn around the 
object (𝜇𝜇𝜇𝜇2) 

Circularity 

Form Factor Calculated as 4*𝜋𝜋*Area/Perimeter2. Equals 1 for a perfectly circular object. 

Eccentricity The elongated-ness of the object calculated by the ratio of the distance 
between the foci of the ellipse and its major axis length. Values range from 0-
1, where 0 is a circle and 1 is a straight line. 

Irregularity 

Extent The proportion of the pixels in the bounding box that area also in the region. 
Computed as the area/volume of the object divided by the area/volume of 
the bounding box. Cells will have larger extents if they occupy the box more 
or, have less protrusions/irregularities. 

Compactness A filled circle will have a compactness of 1, irregular objects or objects with 
holes have a value greater than 1. Calculated as Perimeter2/4*𝜋𝜋*Area, related 
to form factor. 

Intensity 

Intensity The sum of the pixel intensities within an object, measured by the “Integrated 
Intensity” object.  



114 

Table 4.3: Median values obtained from CellProfilerTM object measurements. Data shown 
below is the median value calculated for the entire dataset (three biological repeats͕ n ш 
150 cells (except for Sytox Green Intensity)). Standard deviation represents the variation 
between the entire population. 

Membrane Area 
(µm) 

Membrane Length 
(µm) 

Membrane Width 
(µm) 

DAPI Area 
(µm2) 

DMSO 8.280 ± 3.940 1.930 ± 0.639 1.347 ± 0.259 6.960 ± 3.299 
Untreated 7.440 ± 2.164 1.869 ± 0.416 1.259 ± 0.197 7.440 ± 2.137 

Phosphomycin 19.200 ± 8.495 4.329 ± 1.571 1.439 ± 0.236 10.560 ± 2.649 

Vancomycin 10.800 ± 2.956 2.314 ± 0.652 1.397 ± 0.265 9.600 ± 1.578 

Bactrim 8.160 ± 3.471 2.001 ± 0.648 1.297 ± 0.258 7.440 ± 3.305 

Calcimycin 10.800 ± 3.179 2.643 ± 0.795 1.278 ± 0.250 6.960 ± 2.589 

Gentamicin 9.120 ± 3.259 2.435 ± 0.616 1.253 ± 0.289 6.480 ± 1.896 

Rifampicin 11.040 ± 3.545 2.659 ± 0.813 1.369 ± 0.214 8.400 ± 3.368 

Compound 3.4 12.240 ± 3.753 2.761 ± 0.785 1.401 ± 0.235 7.200 ± 2.576 

DAPI Convex Area 
(µm2) 

Membrane Max Fret 
Diameter 

(µm) 

Membrane Min Fret 
Diameter 

(µm) 

Membrane Perimeter 
(µm) 

DMSO 7.800 ± 3.717 1.828 ± 0.622 1.181 ± 0.261 4.966 ± 1.522 

Untreated 7.920 ± 2.405 1.731 ± 0.373 1.008 ± 0.185 4.618 ± 0.895 

Phosphomycin 12.240 ± 3.019 3.994 ± 1.444 1.347 ± 0.255 9.941 ± 3.104 

Vancomycin 10.560 ± 1.816 2.264 ± 0.588 1.358 ± 0.248 5.993 ± 1.203 

Bactrim 8.400 ± 3.645 1.874 ± 0.603 1.138 ± 0.246 5.016 ± 1.385 

Calcimycin 7.440 ± 2.910 2.448 ± 0.683 1.164 ± 0.218 6.216 ± 1.617 

Gentamicin 7.200 ± 2.102 2.213 ± 0.550 1.064 ± 0.285 5.645 ± 1.323 

Rifampicin 9.360 ± 3.759 2.448 ± 0.727 1.195 ± 0.198 6.303 ± 1.451 

Compound 3.4 8.160 ± 2.971 2.471 ± 0.816 1.200 ± 0.292 6.526 ± 1.786 

DAPI Length 
(µm) 

DAPI Width 
(µm) 

DAPI Max Fret 
Diameter 

(µm) 

DAPI Min Fret 
Diameter 

(µm) 
DMSO 1.713 ± 0.589 1.249 ± 0.226 1.610 ± 0.568 1.050 ± 0.215 

Untreated 1.852 ± 0.421 1.239 ± 0.203 1.731 ± 0.383 0.960 ± 0.195 

Phosphomycin 2.222 ± 0.361 1.557 ± 0.268 2.173 ± 0.378 1.362 ± 0.257 

Vancomycin 2.079 ± 0.224 1.525 ± 0.195 1.935 ± 0.231 1.358 ± 0.195 

Bactrim 1.906 ± 0.510 1.292 ± 0.309 1.697 ± 0.478 1.138 ± 0.297 

Calcimycin 1.826 ± 0.434 1.246 ± 0.276 1.731 ± 0.419 1.018 ± 0.262 

Gentamicin 1.706 ± 0.429 1.210 ± 0.210 1.657 ± 0.324 1.102 ± 0.350 

Rifampicin 2.141 ± 0.601 1.309 ± 0.297 1.979 ± 0.557 1.152 ± 0.285 

Compound 3.4 1.840 ± 0.562 1.233 ± 0.205 1.747 ± 0.501 0.960 ± 0.237 
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Table 4.3 (continued): Median values obtained from CellProfilerTM object measurements. 
Data shown below is the median value calculated for the entire dataset (three biological 
repeats͕ n ш ϭ50 cells (except for Sytox Green Intensity)). Standard deviation represents 
the variation between the entire population. 

DAPI Perimeter 
(µm) 

DAPI Form Factor Membrane Form 
Factor 

Membrane 
Eccentricity 

DMSO 4.548 ± 1.350 1.064 ± 0.168 1.014 ± 0.160 0.723 ± 0.135 

Untreated 4.577 ± 0.922 1.065 ± 0.144 1.058 ± 0.129 0.746 ± 0.156 

Phosphomycin 5.923 ± 0.931 0.930 ± 0.112 0.626 ± 0.159 0.946 ± 0.067 

Vancomycin 5.455 ± 0.521 0.982 ± 0.090 0.936 ± 0.137 0.802 ± 0.153 

Bactrim 4.676 ± 1.276 0.994 ± 0.168 0.975 ± 0.162 0.761 ± 0.166 

Calcimycin 4.718 ± 1.083 1.006 ± 0.194 0.845 ± 0.187 0.872 ± 0.115 

Gentamicin 4.395 ± 0.796 0.968 ± 0.201 0.905 ± 0.170 0.856 ± 0.129 

Rifampicin 5.215 ± 1.335 0.967 ± 0.176 0.867 ± 0.161 0.861 ± 0.130 

Compound 3.4 4.776 ± 1.142 1.008 ± 0.159 0.861 ± 0.153 0.863 ± 0.128 

DAPI Extent Membrane Extent DAPI Compactness DAPI Eccentricity 

DMSO 0.690 ± 0.103 0.677 ± 0.102 0.940 ± 0.163 0.675 ± 0.178 

Untreated 0.714 ± 0.111 0.714 ± 0.112 0.939 ± 0.141 0.736 ± 0.156 

Phosphomycin 0.625 ± 0.095 0.495 ± 0.134 1.075 ± 0.139 0.688 ± 0.148 

Vancomycin 0.625 ± 0.092 0.625 ± 0.109 1.018 ± 0.103 0.673 ± 0.138 

Bactrim 0.646 ± 0.108 0.667 ± 0.117 1.006 ± 0.183 0.727 ± 0.169 

Calcimycin 0.667 ± 0.109 0.625 ± 0.115 0.994 ± 0.148 0.707 ± 0.178 

Gentamicin 0.643 ± 1.397 0.600 ± 0.129 0.955 ± 0.129 0.710 ± 0.142 

Rifampicin 0.644 ± 0.107 0.639 ± 0.120 1.034 ± 0.189 0.794 ± 0.137 

Compound 3.4 0.667 ± 0.116 0.643 ± 0.151 0.992 ± 0.186 0.740 ± 0.152 

Membrane 
Compactness 

DAPI Intensity Sytox Green 
Intensity 

DMSO 0.986 ± 0.169 0.333 ±  0.199 0.037 ± 0.084 

Untreated 0.945 ± 0.134 0.263 ±  0.251 0.000 ± 0.104 
Phosphomycin 1.599 ± 0.417 0.060 ±  0.168 0.000 ± 0.175 

Vancomycin 1.068 ± 0.209 0.179 ±  0.101 0.000 ± 0.064 

Bactrim 1.025 ± 0.187 0.044 ±  0.052 0.181 ± 0.309 

Calcimycin 1.184 ± 0.419 0.173 ±  0.275 0.867 ± 0.158 

Gentamicin 1.105 ± 0.210 0.068 ±  0.035 0.249 ± 0.134 

Rifampicin 1.153 ± 0.236 0.111 ±  0.266 0.000 ± 0.159 

Compound 3.4 1.161 ± 0.255 0.039 ±  0.210 0.441 ± 0.230 
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Linear discriminant analysis was used to determine the best parameters that 

delineates the MOA classes. In LDA, eigenvalues are computed for each variable (cell 

measurement) by dividing the deviation between classes by the within-class variation.192, 

213 Not all the variation is reflected in one grouping of eigenvalues, so multiple iterations 

are used to summarize the data. Each discriminant factor (F1-F6) represents some part of 

the variance in the data set. This is shown in the Scree plot (Figure 4.8). Eigenvalues for 

all measurements are listed in Table 4.4. Any parameter with eigenvalues <0.1 was 

removed before the final analysis because it would not accurately represent the variance 

between antibiotic classes. These factors were considered redundant and removed from 

the dataset.  

F1 F2 F3 F4 F5 F6 
Eigenvalue 0.898 0.732 0.485 0.300 0.117 0.091 
Cumulative % (%) 34.235 62.141 80.622 92.073 96.529 100.000 

Figure 4.8: Graphs generated by XLSTAT to explain the variation in cell measurements 
between antibiotic MOA classes. The Scree plot shows the cumulative variation between 

each axis drawn in LDA. The table of eigenvalues are listed below for clarity. 
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Table 4.4: Table of eigenvalues for the cell measurement parameters used in linear 
discriminant analysis. 

F1 F2 F3 F4 F5 F6 

Membrane Area 1.294 -0.375 -1.605 3.097 0.061 0.640

Membrane Compactness 0.844 -0.181 -0.691 2.118 0.853 0.298

Membrane Eccentricity -0.407 0.371 -0.174 -0.370 0.491 -0.407

Membrane Extent -0.124 -0.105 0.251 0.028 -0.283 0.185

Membrane Form Factor 0.753 -0.453 -0.081 0.209 0.685 0.482

Membrane Length -2.202 1.433 0.868 -0.946 2.115 1.377

Membrane Max Feret Diameter 1.595 0.260 0.097 -0.244 -1.416 -3.182

Membrane Min Feret Diameter 0.318 0.226 0.204 0.017 -0.075 0.267

Membrane Width -1.047 0.879 0.037 -0.494 0.698 -0.888

Membrane Perimeter -0.241 -1.478 1.305 -3.572 -1.010 1.692

DAPI Area -0.211 -0.492 -0.375 0.264 -0.130 -1.539

DAPI Compactness 0.382 0.587 0.216 0.420 -0.403 -0.703

DAPI Convex Area -0.709 0.435 0.172 0.834 -1.008 -0.956

DAPI Eccentricity 0.495 0.372 0.015 -0.168 -0.100 0.545

DAPI Extent -0.035 -0.195 0.026 -0.067 -0.093 0.193

DAPI Form Factor 0.493 0.358 0.632 0.241 0.147 -0.501

DAPI Length 0.752 -0.720 0.979 0.738 0.011 -0.022

DAPI Max Feret Diameter -0.180 0.281 -0.416 -1.444 0.578 0.290

DAPI Min Feret Diameter 1.006 -0.631 -0.132 1.374 0.960 -1.053

DAPI Width 0.527 1.227 0.206 -1.074 -0.424 2.480

DAPI Perimeter -0.016 -0.065 -0.063 -0.155 0.415 1.166

DAPI Intensity 0.008 -0.507 0.508 -0.165 0.634 -0.091

Sytox Intensity -0.671 0.335 0.222 0.552 0.181 -0.042

Validation of the cell measurements used to separate the MOA classes are 

summarized by the following graphs. A Scree plot (Figure 4.8) summarizes the 

contributions of each factor to the total variance. Factors F1-F4 contain more than 90% 
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of the variation so they can be used to summarize the relationship between different 

antibiotics. Next, a variable plot (Figure 4.9) shows the first two discriminant functions 

(F1, F2) that summarize 62% of the variation in the dataset. Larger eigenvalues in a 

variable plot correspond to a higher contribution of that variable to the clustering of 

antibiotics for the axis.  

Figure 4.9: Graphs generated by XLSTAT to explain the variation in cell measurements 
between antibiotic MOA classes. The variable plot summarizes the contribution of cell 

measurements to the separation of the different antibiotic MOA classes. 
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Proper classification of compound 3.4 is dependent on minimal overlap between 

the confidence ellipses of the antibiotics with known MOA. Centroids plotted on different 

axes represent the mean distribution of each MOA class and the confidence ellipses 

include 95% of the variation within the class (Figure 4.10). Confusion matrices validate 

the model by predicting the assignment of an unclassified training sample to a MOA class. 

This means that outliers in the overlapping areas of a MOA centroid may be mis-

categorized. Our confusion matrix was validated by correctly identifying the MOA for 79% 

of the randomly chosen samples (Table 4.5). The highest error was seen in protein 

synthesis and RNA antibiotics (~50% correct) but all other classes showed > 85% correct 

for the training sample. Protein synthesis and RNA antibiotics showed more subtle 

changes in their morphology leading to greater overlap between the classes and lower 

confidence.  

Figure 4.10: Centroids and confidence ellipses generated by XLSTAT. Centroids represent 
95% confidence of assignment to the antibiotic class. Data shown is representative of 3 
biological repeats (nш ϭ50). Centroids were generated using discriminant functions F1 
and F2 (left) or F1 and F3 (right), diamonds represent mean values for each centroid. 

Confidence ellipses represent 95% of the spread of the data within the class. 
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Table 4.5: Confusion matrix for the training sample generated by XLSTAT. 
from \ to CW Ctrl FS MEM PS RNA UNK Total % correct 

CW 412 16 12 0 0 16 18 474 86.92% 

Ctrl 0 258 0 0 0 6 0 264 97.73% 

FS 6 8 142 0 0 0 6 162 87.65% 

MEM 0 0 2 126 0 0 16 144 87.50% 

PS 8 4 42 2 106 2 44 208 50.96% 

RNA 46 26 10 6 2 126 24 240 52.50% 

UNK 2 0 12 6 2 2 192 216 88.89% 

Total 474 312 220 140 110 152 300 1708 79.74% 

The heatmap in Figure 4.11 shows the mean values of the centroids generated by 

correlations of F1-F4 and the dendrogram relates them in Euclidean space through 

agglomerative hierarchical clustering. Clustering of the antibiotic classes show that 

compound 3.4 is most similar to the membrane targeting antibiotic calcimycin. The 

heatmap clearly shows this relationship, just as the centroid plots do in Figure 4.10. There 

is less similarity in 3.4 and calcimycin in the fourth discriminant function (F4), which is 

seen by the heatmap in Figure 4.11. This is expected because the two bacterial treatments 

did not exhibit identical changes in morphology. Calcimycin treated cells have a distinctly 

circular small nuclei specific to the Ca2+ transport mechanism, which is not expected in 

3.4. 11 Gentamicin also noticeably shows a strong similarity with the membrane-targeting 

antibiotics in F1, presumably because of its higher Sytox Green intensity compared to 

other treatments. 
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Figure 4.11: Agglomerative heirarchical clustering graph showing the heat map (centroids 
from F1-F4) and dendrogram of the relationship in a 4-dimensional Eucledian space. The height 
of the dendrogram represents the relationship between clusters, with higher branching being 

further apart. 

The dendrogram shows specific separation of compound 3.4 and calcimycin from 

the other antibiotics, seen by the distinct clustering in Figure 4.11. The height of the 

dendrogram before it reaches a node is proportional to the relationship between the two 

classes. This means that the cluster of CW, RNA and FS seen by the second red hierarchical 

cluster is closely related to the untreated antibiotics (black node, Figure 4.11). Cell wall 

targeting antibiotics are far from compound 3.4 because of the elongation and irregular 

nucleoid. The control compounds and RNA-active clusters overlap because of the subtle 
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changes in morphology. The unknown (3.4) clusters closest to the membrane active 

antibiotics due to its high Sytox Green intensity and membrane shape. However, the 

molecule is unlikely to act in the same way as the Ca2+ ionophore calcimycin given the 

difference in nucleoid size. This is not completely surprising, as compound 3.4 does not 

have an obvious binding site for cations such as Ca2+. However, it does contain a urea 

functionality that is known to bind to anions. As we already ruled out the ability of 3.4 to 

bind to the lipid headgroups in the membrane (Chapter 3), another possible membrane-

related mechanism could be transmembrane anion transport.  

4.2.6 Anion transport studies 

Bacterial cytological profiling suggested that compound 3.4 exhibits a membrane-

based mechanism, but it was unlike the Ca2+ transport mechanism of calcimycin. 

Previously, we found that compound 3.4 does not interact with membrane phospholipids, 

but ureas are well-known for their chloride transport ability.150 Ureas can facilitate 

chloride transport by creating synthetic channel membranes or acting as ion carriers.150 

In fact, previous work has suggested that tris-thiourea tren-based chloride transporters 

exert antibiotic activity in S. aureus through chloride transport.214  Anion transport across 

the membrane would lead to a change in membrane polarization/leakage similar to 

calcimycin, but the exact morphological changes have never been documented. To test 

this hypothesis, we performed liposome-based chloride transport assays with compound 

3.4 (Figure 4.12).  
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Figure 4.12: Chloridetransport mediated by compound 3.4 across 100 nm 7:3 
eggPC:cholesterol LUVs loaded with1 mM lucigenin, 222 mM NaNO3, 10 mM HEPES buffer at 
pH 7.4, and suspended in a solution of 25 mM NaCl, 222 mM NaNO3, 10 mM HEPES buffer at 

pH 7.4. Compound 3.4 was added at a concentration of 5 mol% (with respect to total lipid 
(eggPC+cholesterol)). Results are the average of 2 repeats and error bars represent standard 

deviations. DMF was used as a blank run (no transporter added) to assess background 
permeability. 

Chloride transport by compound 3.4 was measured using a standard lucigenin 

quenching assay with the help of Rayhanus Salam.215 Lucigenin is a non-selective anion 

sensor, whose fluorescence is quenched in the presence of certain anions (mostly halide 

anions such as Cl-). In this assay, large unilamellar vesicles (LUVs) (100 nm, 70% PC 30% 

cholesterol) encapsulating 1 mM lucigenin, 10 mM HEPES buffer at pH = 7.4 and 222 mM 

NaNO3 were suspended in a lucigenin-free solution containing 10 mM HEPES buffer at pH 

= 7.4 and 222 mM NaNO3 (3 mL total volume in fluorescence cuvette equipped with a stir 
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bar). Then, 3.75 µL of compound 3.4 in DMF (5 mol% with respect to total lipid) or DMF 

as a negative control to the vesicles. To start the transport experiment, 37.5 ʅ> Ea�l ;ϭ 

M) was added to achieve a final concentration of 25 mM NaCl and 0.5 mM lipid in the

cuvette. The fluorescence intensity ;ʄex с ϰϯϬ nm, ʄem = 505 nm) was measured for 350 s. 

At time t = 32Ϭ s, detergent ;ϯϳ͘ϱ ʅ> of ϭϬй driton y-100) was added to fully lyse the 

membrane and observe maximum quenching. The data is shown as F0/F, because this 

value is linearly correlated with chloride concentration (F0 is the fluorescence intensity at 

the beginning of the measurement), normalized for the maximum value of F0/F obtained 

upon the addition of detergent. Compound 3.4 exhibited excellent chloride transport 

ability (Figure 4.12), which follows the previous results that it acts as a membrane-active 

antibiotic. 

4.3 Conclusion 

In this study, we employed the statistical power of bacterial cytological profiling 

to identify a urea-based antibiotic as a membrane-targeting antibiotic. Previous work has 

shown that 3.4 is not likely to interact with the phospholipid bilayer and the lack of 

nuclear decondensation in this study shows that it is not targeting the cell wall. In 

addition, if 3.4 were acting through other intracellular mechanisms, we would see 

alternative changes in nuclear morphology or lower Sytox Green permeated cells. Urea-

based receptors have been studied in supramolecular chemistry extensively for their 

anion binding ability. It is likely that 3.4 is causing membrane depolarization through an 

anion transport mechanism, which would lead to increased permeability. Future work 
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should continue to test different supramolecular molecules for antibiotic activity and 

develop a larger imaging library for unique ion-transport mechanisms.  



126 

CHAPTER 5 

MATERIALS AND METHODS 

5.1 General 

Compound names are those generated by Chemdraw 16.0.1.4 following IUPAC 

nomenclature. Solvents, reagents and inorganic salt were purchased by Sigma Aldrich, 

TCI, or Alpha Aesar and used without further purification. Reactions were performed 

under an inert Ar atmosphere in oven-dried glassware. Flash column chromatography was 

carried out using SiliaFlash P60 (40-63 µm, 230-400 mesh). Thin-layer chromatography 

was carried out using silica gel TLC plates with fluorescent indicator, visualized under UV 

light (254 nm) or by staining with ninhydrin or permanganate solutions. 1H NMR and 13C 

NMR spectra were collected on a Bruker 500 MHz NMR, Varian Unity Inova 400 MHz or a 

Bruker Avance 300 MHz spectrometer. 13C NMR spectra were collected proton 

decoƵpled͘ Destrenoǀa ǁas Ƶsed for EDZ ǀisƵaliǌation͘ �hemical shifts ;ɷͿ are reported 

in parts per million (ppm) and calibrated to the residual solvent peak in CDCl3 ;ɷ с ϳ͘Ϯ6 

(1H) and 77.2 ppm (13C)) or DMSO-d6 ;ɷ с Ϯ͘ϱϬ ;1H) and 39.5 ppm (13C)). Coupling constants 

(J) are given in Hertz (Hz). The following abbreviations are used for spin multiplicity: s =

singlet, d = doublet, h = heptet, m = multiplet, br. = broad. Infrared (IR) spectra were 
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recorded on a Nexus 670 Avatar FTIR spectrometer; only selected maximum absorbances 

;ʆmax) of the most intense peaks are reported (cm-1). Electron spray ionization (ESI) mass 

spectra were recorded on a Bruker micrOTOF. Elemental analysis was conducted by 

Midwest Laboratories, Inc. The lipids 14:0 CDL (1',3'-bis[1,2-dimyristoyl-sn-glycero-3-

phospho]-glycerol), POPE (1-palmitoyl-2-oleoyl-sn-glycero-3-phosphoethanolamine), 

POPC (1-palmitoyl-2-oleoyl-glycero-3-phosphocholine), DOPE (1,2-dioleoyl-sn-glycero-3-

phosphoethanolamine), DOPC (1,2-dioleoyl-sn-glycero-3-phosphocholine), BODIPY-CDL 

(1,1',2,2'-tetraoleoyl cardiolipin [4-(dipyrrometheneboron difluoride)butanoyl]), 18:1-6:0 

NBD-PE (1-oleoyl-2-(6-((7-nitro-2-1,3-benzoxadiazol-4-yl)amino)hexanoyl)-sn-glycero-3-

phosphoeth-anolamine), and 18:1-6:0 NBD-PC (1-oleoyl-2-(6-((7-nitro-2-1,3-

benzoxadiazol-4-yl)amino)hexanoyl)-sn-glycero-3-phosphocholine) were purchased from 

Avanti Polar Lipids, Inc. Molecular modelling was performed using the Molecular 

Operating Environment (MOE) software version 2018.01. Fluorescence spectra and 

kinetic studies were performed on an Agilent Cary Eclipse fluorescence 

spectrophotometer equipped with stirring function and Peltier temperature controller. 3 

mL macrocuvettes were used and all solutions were stirred using a cuvette stir bar (Sigma-

Aldrich #Z363545). Bacterial growth curves were performed using a BioTek Cytation 5 Cell 

Imaging Multi-Mode Reader. Bacteria images were captured using the BioTek Cytation 5 

or Nikon Eclipse Ti A1 confocal microscope equipped with a 40x/0.95 oil objective and 96-

well plate adapter. 
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5.2 Synthesis and characterization 

5.2.1 Synthesis and characterization of novel compounds in Chapter 2 

1,1'-(1,2-phenylene)bis(3-(2-ethylhexyl)urea), 2.1. 

2-ethyl-hexyl isocyanate (854 µL, 756 mg, 4.8 mmol, 2 eq.) was added to o-

phenylenediamine (264 mg, 2.4 mmol, 1 eq) dissolved in 10 mL DCM and stirred 

overnight. The oily product was purified using a silica column (100% DCM) (350 mg, 0.8 

mmol, 35% yield). 1H NMR (400 MHz, DMSO-d6, 298 K, ppmͿ ɷ ϳ͘ϳϯ ;s, Ϯ,Ϳ, ϳ͘ϱϭ – 7.41 

(m, 2H), 6.98 – 6.88 (m, 2H), 6.42 (t, J = 5.7 Hz, 2H), 3.21 – 2.78 (m, 4H), 1.41 – 1.18 (m, 

18H), 0.94 – 0.76 (m, 12H). 13C NMR (101 MHz, DMSO-d6, 298 K, ppm) ɷ ϭϱ6͘5, 132.0, 

123.8, 123.5, 42.5, 39.7, 30.9, 28.9, 24.1, 23.0, 14.5, 11.2. IR (neat): ʆ (cm-1) = 3276, 2940, 

2867, 1634, 1553, 1451, 1256, 752, 623. HRMS (ESI) C24H43N4O2 [M+H+], m/z (calculated) 

= 419.3386, observed = 419.3384. 

1,1'-(1,3-phenylene)bis(3-(2-ethylhexyl)urea), 2. 2. 

2-ethylhexyl isocyanate (836 µL, 742 mg, 4.8 mmol, 2 eq.) was added to m-

phenylenediamine (258 mg, 2.4 mmol, 1 eq.) dissolved in 10 mL DCM and stirred 
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overnight. The oily product was purified using a silica column (eluent: 10% MeOH in DCM) 

to yield 2.2 as a brown oil (430 mg, 1 mmol, 43% yield). 1H NMR (300 MHz, CDCl3, 298 K, 

ppm) ɷ ϳ͘ϱϬ ;s, Ϯ,), 7.26 – 7.10 (m, 1H), 7.10 – 6.47 (m, 3H), 5.58 (s, 1H), 3.50 – 2.77 (m, 

4H), 1.40 – 1.22 (m, 18H), 0.95 – 0.83 (m, 12H). 13C NMR (101 MHz, CDCl3, 298 K, ppmͿ ɷ 

157.4, 139.4, 129.1, 120.4, 117.0, 43.4, 39.9, 29.7, 29.0, 24.2, 23.1, 14.1, 10.8. IR (neat): ʆ 

(cm-1) = 3345, 2929, 2850, 1639, 1553, 1240, 623. HRMS (ESI) C24H43N4O2 [M+H+], m/z 

(calculated) = 419.3386, observed = 419.3384. 

1,1'-(ethane-1,2-diyl)bis(3-(2-ethylhexyl)urea), 2.3.  

Ethylenediamine (300 µL, 269 mg, 0.7 mmol, 1 eq.) was mixed with 10 mL pyridine before 

adding 2-ethylhexyl isocyanate (254 µL, 225 mg, 1.4 mmol, 2 eq.), and allowed to stir for 

24 hours under N2 atmosphere. The final product, 2.3, was obtained through 

recrystallization in dichloromethane to yield a white solid (181.6 mg, 0.49 mmol, 70% 

yield). 1H NMR (400 MHz, CDCl3, 298 K, ppm) ɷ 6͘ϯ6 ;s, Ϯ,Ϳ, ϱ͘6Ϭ ;s, Ϯ,Ϳ, ϯ͘21 (s, 4H), 3.05 

(m, 4H), 1.40 – 1.19 (m, 18H), 0.92 – 0.76 (m, 12H). 13C NMR (101 MHz, CDCl3 298 K, ppm) 

ɷ ϭ6Ϭ͘Ϭ, ϰϯ͘ϰ, ϰϬ͘ϵ, ϰϬ͘Ϭ, ϯϭ͘Ϭ, Ϯϵ͘1, 24.2, 23.2, 14.2, 11.0. IR (neat): ʆ (cm-1) = 3334, 2957, 

2925, 2854, 2361, 1623, 1569, 1268, 618. HRMS (ESI) C20H42N4O2Na+ [M+Na+], m/z 

(calculated) = 393.3206, observed = 393.3206. 
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5.2.2 Synthesis and characterization of novel compounds in Chapter 3 

1-(2,3,5,6,8,9,11,12,14,15-decahydrobenzo[b][1,4,7,10,13,16]hexaoxacyclo-

octadecin-18-yl)-3-(4-(trifluoromethyl)phenyl)urea, 3.1. 

4’-Nitrobenzo-18-crown-6 (300 mg, 0.84 mmol, 1 eq) was dissolved in MeOH (5 mL) and 

a catalytic amount of Pd/C was added. The mixture was degassed, put under a hydrogen 

atmosphere (1 atm) and allowed to stir for 12 h at room temperature. The solution was 

filtered over Celite to remove Pd/C, washed with MeOH and subsequently concentrated 

using a rotary evaporator. The resulting pale pink liquid was dried overnight under high 

vacuum to remove all residual MeOH. To the obtained dried aniline derivative was added 

DCM (5 mL) and 1-isocyanato-4-(trifluoromethyl)benzene (467 mg, 2.5 mmol, 3 eq) and 

the mixture was refluxed for 3 days under Ar atmosphere. The crude mixture was 

concentrated in vacuo and the obtained pale pink oil was subsequently purified by column 

chromatography (silica, solvent gradient of 0% to 10% MeOH in DCM) to yield 3.1 as an 

off-white solid (410 mg, 0.796 mmol, 95% yield). 1H NMR (300 MHz, CDCl3, 29ϴ <, ppmͿ ɷ 

8.40 (br. s, 1H), 7.95 (br. s, 1H), 7.57 (d, J = 8.5 Hz, 2H), 7.46 (d, J = 8.5 Hz, 2H), 6.99 (d, J = 

2.4 Hz, 1H), 6.71 (m, 1H), 6.57 (d, J = 8.6 Hz, 1H), 4.06 – 3.95 (m, 4H), 3.88 – 3.79 (m, 4H), 

3.78 – 3.66 (m, 12H). 13C NMR (101 MHz, CDCl3, 2ϵϴ <, ppmͿ ɷ ϭϱϯ͘6, ϭϰϴ͘ϱ, ϭϰϰ͘ϯ, ϭϰϮ͘ϴ, 
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132.6, 126.1 (q, 3JCF = 3.9 Hz), 124.5 (q, 1JCF = 271.4 Hz), 123.8 (q, 2JCF = 32.6 Hz), 118.4, 

113.8, 113.0, 106.7, 70.8, 70.7, 70.6, 70.5, 70.4 (presumable 2xC), 69.7, 69.5, 68.9, 68.2. 

IR (neat): ʆ (cm-1) = 3317, 3295, 2911, 2875, 2875, 1648, 1603, 1554, 1514, 1409, 1329, 

1242, 1236, 1183, 1130, 1110, 1108, 1070, 841. MS (ESI) m/z = 537 [M+Na]+. Elemental 

analysis calcd for C24H29F3N2O7: C 56.03, H 5.68, N 5.44, found: C 55.42, H 5.69, N 5.25.  

1-(2-(1,4,7,10,13-pentaoxa-16-azacyclooctadecan-16-yl)-2-oxoethyl)-3-(4(tri-

fluoromethyl)phenyl)urea, 3.2. 

Boc-protected crown ether analog A was synthesized from 1-aza-18-crown-6 (170.9 mg, 

0.65 mmol, 1 eq) according to a modified literature procedure.216 The obtained Boc-

protected intermediate A was dissolved in 30 mL 1:2 TFA:DCM and stirred at room 

temperature overnight. The reaction mixture was concentrated using a rotary evaporator 

to remove the solvents and left to dry under high vacuum for 24 hours. 1-isocyanato-4-

(trifluoromethyl)benzene (0.3 mL, 2.1 mmol, 3.2 eq) was added to the Boc-deprotected 

oil in 95:5 DCM:pyridine (10 mL) and the resulting mixture was refluxed overnight. This 

crude mixture was concentrated in vacuo and the oily product was subsequently purified 

by column chromatography (silica, solvent gradient of 0% to 10% MeOH in DCM) to yield 

3.2 as a pale yellow/brown oil (96.9 mg, 0.19 mmol, 29% yield). 1H NMR (300 MHz, CDCl3, 

Ϯϵϴ <, ppmͿ ɷ ϴ͘ϳϰ ;ďr͘ s, ϭ,Ϳ, ϳ͘ϰϮ ;d, J = 8.5 Hz, 2H), 7.31 (d, J = 8.5 Hz, 2H), 6.86 (br. s, 
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1H), 4.19 (d, J = 4.7 Hz, 2H), 3.77 – 3.54 (m, 24H).13C NMR (101 MHz, CDCl3, 298 K, ppm) 

ɷ ϭϳϭ͘Ϯ, ϭϱ6͘ϭ, ϭϰϯ͘Ϯ, ϭϮϱ͘ϴ ;Ƌ, 3JCF = 3.4 Hz), 124.6 (q, 1JCF = 270.9 Hz), 123.3 (q, 2JCF= 32.5 

Hz), 118.1, 70.8 (2 peaks), 70.4, 70.2 (multiple C‘s), 70.1 (2 peaks), 69.7 (2 peaks), 48.7, 

47.1, 42.1. IR (neat): ʆ (cm-1) = 3750,3628, 3301, 3009, 2868, 2360, 2341, 1652, 1557, 

1324, 1216, 1112. MS (ESI) m/z = 530 [M+Na]+. Elemental analysis calcd for C22H32F3N3O7: 

C 52.07, H 6.36, N 8.28, found: C 51.83, H 6.26, N 8.10. 

1-(3,4-dimethoxyphenyl)-3-(4-(trifluoromethyl)phenyl)urea, 3.3. 

1-Isocyanato-4-(trifluoromethyl)benzene (150 µL, 1.0 mmol, 4.4 eq) and 2,4-

(dimethoxy)aniline (36.6 mg, 0.24 mmol, 1 eq) were dissolved in DCM (3 mL) and the 

resulting mixture was stirred overnight. The resulting precipitate was filtered and washed 

with DCM to yield 3.3 as a white solid (74.8 mg, 0.22 mmol, 92% yield). 1H NMR (400 MHz, 

DMSO-d6, Ϯϵϴ <, ppmͿ ɷ ϵ͘ϬϮ ;s, ϭ,Ϳ, ϴ͘6ϰ ;s, ϭ,Ϳ, ϳ͘ϳϬ – 7.58 (m, 4H), 7.21 (s, 1H), 6.92 – 

6.85 (m, 2H), 3.74 (s, 3H), 3.71 (s, 3H). 13C NMR (101 MHz, DMSO-d6, Ϯϵϴ <, ppmͿ ɷ ϭϱϮ͘ϰ, 

148.8, 144.3, 143.6, 133.8, 126.1 (q, 3JCF = 4.0 Hz), 124.6 (q, 1JCF = 270.7 Hz), 121.6 (q, 2JCF 

= 32.2 Hz), 117.8, 112.4, 110.5, 104.1, 55.8, 55.4. IR (neat): ʆ (cm-1) = 3321, 2935, 2857, 

1705, 1650, 1512, 1322, 1122, 1158, 1021, 1068. MS (ESI) m/z = 341 [M+H]+. Elemental 

analysis calcd for C16H15F3N2O3: C 56.47, H 4.44, N 8.23, found: C 56.26, H 4.46, N 8.49. 
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1-(2-ethylhexyl)-3-(4-(trifluoromethyl)phenyl)urea, 3.4.  

4-(Trifluoromethyl)aniline (300 µL, 2.4 mmol, 1 eq) and 2-ethylhexyl isocyanate (1 mL, 5.7 

mmol, 2.4 eq) were added to 10 mL DCM and refluxed for 3 days. The crude mixture was 

concentrated using a rotary evaporator and the obtained oil was subsequently purified 

by column chromatography (silica, 10% MeOH in DCM) to yield 3.4 as a colorless oil (720 

mg, 2.27 mmol, 95% yield). 1H NMR (400 MHz, CDCl3, Ϯϵϴ <, ppmͿ ɷ ϳ͘ϳ6 ;ďr͘ s, ϭ,Ϳ, ϳ͘ϰϱ 

(d, J = 8.6 Hz, 2H), 7.38 (d, J = 8.6 Hz, 2H), 5.57 (br. s, 1H), 3.25 – 3.06 (m, 2H), 1.38 (h, J = 

6.0 Hz, 1H), 1.30 – 1.17 (m, 8H), 0.91 – 0.75 (m, 6H) .13C NMR (101 MHz, CDCl3, 298 K, 

ppmͿ ɷ ϭϱ6͘ϯ, ϭϰϮ͘ϰ, ϭϮ6͘ϰ ;Ƌ, 3JCF = 3.9 Hz), 124.7 (q, 2JCF = 32.8 Hz), 124.3 (q, 1JCF = 271.4 

Hz), 118.8, 43.3, 39.7, 31.0, 29.0, 24.2, 23.1, 14.1, 10.9. IR (neat): ʆ (cm-1) = 3344, 2960, 

2930, 1651, 1601, 1559, 1560, 1320, 1183, 1158, 1070, 1015, 839. MS (ESI) m/z = 317 

[M+H]+. Elemental analysis calcd for C16H23F3N2O7: C 60.74, H 7.33, N 8.85, found: C 60.70, 

H 7.28, N 8.92. 

5.3 1H NMR titrations 

1H NMR titrations were performed using a Bruker 500 MHz or Bruker 300 MHz 

instrument. Both host and guest were dried under high vacuum for 12 hours before each 

titration.  For each titration, the concentration of the host was kept constant upon each 

addition of guest and 1H NMR spectra were recorded after each addition. The downfield 
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shift in the urea N-H peaks was determined using MestreNova, and these values were 

used to calculate association constants (Ka) using the online tool BindFit.152 

5.3.1 Cardiolipin binding 

Cardiolipin 14:0 (Avanti #750332) was investigated as a potential bacterial lipid 

target for the bis-urea molecules in Chapter 2. We speculated that the sodium ion bound 

to CDL was creating solubility issues, so the CDL-2Na+ was exchanged for 2TBA+. To 

achieve this, Cardiolipin 14:0 (Avanti #750332, ~ 20 mg) was dissolved in 20 mL of 1:1 

CHCl3:MeOH and added slowly to an ion exchange column (BioTage Isolute� SCX). The 

protonated lipid was diluted in MilliQ water to 50 mL so that the pH could be accurately 

recorded during the addition of TBA-OH. After 2 eq. TBA-OH was added dropwise (pH = 

7), the CDL-TBA2 complex was lyophilized for 3 days to yield a fluffy white powder that 

could be used in 1H NMR titrations.  

Binding studies were performed in 0.5% MilliQ H2O:95.5% DMSO-d6 using lipids 

(14:0 CDL-2TBA, or POPC) as guests. A 1 mM solution of host was used as the starting 

point, to which aliquots of a solution containing 15 mM guest and 1 mM host were added 

using a Hamilton gas-tight syringe (this procedure ensures that the host concentration 

remains constant throughout the titration). Solubility issues limited any increase in host 

or guest concentration. The instrument was locked to DMSO-d6 and the downfield shift 

in the urea N-H peaks was determined using MestreNova. Titrations showed no 

measurable binding for any of the bis-urea compounds, so binding constants were unable 

to be obtained. 
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5.3.2 Zwitterionic lipid binding 

A ternary mixture consisting of 0.5% Milli-Q H2O, 24.5% DMSO-d6 and 75% CDCl3 

was used to ensure adequate solubility of both the host and the guest in the same solvent 

system. Titrations were performed using a 5 mM solution of host as the starting point, to 

which aliquots of a solution containing 35 mM guest and 5 mM host were added using a 

Hamilton gas-tight syringe (this procedure ensures that the host concentration remains 

constant throughout the titration). The instrument was locked to DMSO-d6, but data was 

referenced to CDCl3 ;ɷ = 7.26 ppm). In the case of the urea-containing compounds (3.1, 

3.2, 3.3, 3.4), the ureas were used as the host and the lipids were used as guest. The 

downfield shift in the urea N-H peaks was determined using MestreNova, and these 

values were used to calculate association constants (Ka) using the online tool BindFit152 

assuming a 1:1 stoichiometry for binding. For the crown ether, the binding event could 

only be studied using the lipid (POPE) as the host and 18-crown-6 as the guest. In this 

case, the upfield shift of the POPE-NH3+ peak was determined using MestreNova, and 

these values were used to calculate association constants (Ka) using the online tool 

BindFit. All titrations were repeated a minimum of 3 times, and association constants are 

given as the average of these 3 repeats with errors representing standard deviations. 

Lipids purchased from Avanti Polar Lipids, Inc were used in powder form for all titrations: 

POPC (#850457) & POPE (#850757).  
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5.4 Computational modeling 

All computer modelling was performed using Molecular Operating EnvironmentTM 

version 2018:01 (MOE) and conformational analysis employed an MMFF94x force field 

with an implicit 75:25 chloroform:DMSO solvent model to mimic the conditions used 

during the 1H NMR titrations (generalized Born solvation model, dielectric constant 

exterior 15.28 (4.81 for chloroform and 46.7 for DMSO, so approximately 

0.75*4.81+0.25*46.7=15.28)). Structures were first generally energy minimized, followed 

by a LowModeMD conformational search of various possible low-energy conformers 

(Rejection Limit: 100, Iteration Limit: 10,000, RMS Gradient: 0.005, MM Iteration Limit: 

500, RMSD Limit: 0.25, Energy Window: 7, Conformation Limit: 10,000, enforce chair 

conformation and do not allow amide bond rotation).  

5.5 Liposome-based assays  

5.5.1 Cardiolipin binding in Triton X-100 micelles 

We used Triton X-100 micelles containing TopFluor® (BODIPY) fluorescently 

labeled CDL (Avanti Polar Lipids #810286).123 Binding can be measured by changes in the 

fluorescence intensity of the BODIPY dye upon the addition of compound or DMSO 

(blank). To make the micelles, NBD-CDL was added to a round bottom flask and dissolved 

in CHCl3. A lipid film was formed by removing the solvent on a rotary evaporator. After 

drying overnight, a solution of Triton X-100 in MilliQ (2.5 mM) was added to the lipid film 

so that the concentration of NBD-CDL was 0.4 mol%. NBD-CDL in Triton X-100. The 
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solution was vortexed to remove all lipid from the walls of the round bottom flask. The 

cloudy solution was added to a cuvette to stir the solution more rapidly, but after 24-

hours it remained heterogenous and unable to generate any usable data. 

5.5.2 NAO displacement assay 

Liposomes were prepared by dissolving a lipid mixture (7:3 POPE:CDL, 5 mg/mL) 

in 2:1 CHCl3:CH3OH, followed by solvent removal using a rotary evaporator. The lipid film 

was dried further on high vacuum for at least 5 hours prior to use. The lipid film was 

hydrated with buffer (10 mM Tris-HCl, pH 7.4) and vortexed until all the lipid was removed 

from the round bottom flask. The resulting suspension was subjected to 9 freeze-thaw 

cycles, alternating between submersion in liquid nitrogen followed by thawing in mildly 

warm water. The lipid suspension was allowed to rest at room temperature for 30 

minutes before extruding 25 times through a 100 nm polycarbonate membrane 

(Nucleopore) using the Avanti mini extruder set (Avanti Polar Lipids, Inc.) to create a stock 

lipid solution. For each measurement, the concentrated liposome stock was diluted in 

Tris-HCl buffer solution (10 mM, pH 7.4) to achieve a final lipid concentration of 5 µM. In 

each run 3 mL of the liposome stock was added to a cuvette with a stir bar for adequate 

mixing.  

Prior to the assay, the optimal concentration of NAO to be added to the liposomes 

was determined by a self-quenching titration of NAO into the liposome solution 

(excitation wavelength = 488 nm, emission wavelength = 520 nm). For the assay, 2.5 µL 

of NAO (3 mM) dissolved in EtOH was added to the liposomes to yield 2.75 µM NAO (>2 
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eq NAO per CDL) in the cuvette. Compounds were dissolved in EtOH (3 mM, 15 mM and 

30 mM stocks), so that a variety of concentrations could be tested without exceeding a 

maximum addition of 4 µL of ethanol. Fluorescence measurements were taken after a 

short period of mixing (< 5 mins) to allow displacement of the NAO. The change in 

fluorescence was measured in triplicate for each compound along with ethanol controls 

(excitation wavelength = 488 nm, emission wavelength = 520 nm). 

 

5.5.3 Fluorescence titrations with POPC and POPE 

To determine the interaction between the hosts and PE lipids that are part of a 

bilayer (membrane), we performed fluorescence titrations whereby aliquots of the hosts 

in DMSO were added to an aqueous solution of 100 nm large unilamellar vesicles (LUVs) 

containing NBD-labelled lipids (Avanti Polar Lipids, #810130 for NBD-PE and # 810153 for 

NBD-PC). Due to the inability of pure POPE to form stable liposomes, a mixture of 1:1 

POPE:POPC was used. The titrations were thus performed with either 100 nm POPC LUVs 

containing 1 mol% NBD-PC, or 100 nm 1:1 POPE:POPC LUVs containing 1 mol% NBD-PE. 

To prepare the LUVs, the unlabeled lipids were weighed out in a small (25 mL) 

round bottom flask, and 1 mol% NBD-labelled lipid was added from a 1 mg/mL stock in 

chloroform (mol% with respect to total unlabeled lipid). The lipids were subsequently 

dissolved in chloroform to generate a homogenous mixture. The chloroform was removed 

via a rotary evaporator and the lipid mixture was further dried overnight under high 

vacuum. The lipid film was hydrated with Tris buffer (10 mM Tris, 150 mM NaCl, pH 7.4) 

and vortexed until all lipid was in suspension. The resulting suspension was subjected to 
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11 freeze-thaw cycles, alternating between submersion in liquid nitrogen followed by 

thawing in mildly warm water. The lipid suspension was allowed to rest at room 

temperature for 30 minutes before extruding 35 times through a 100 nm polycarbonate 

membrane (Nucleopore) using the Avanti mini extruder set (Avanti Polar Lipids, Inc.). 

For each titration, the lipid stock solution was diluted with Tris buffer to obtain 2.5 

mL of a 25 µM lipid solution in a fluorescence cuvette. The emission spectrum was 

measured using an Agilent Cary Eclipse fluorescence spectrophotometer (excitation 

wavelength = 470 nm). Aliquots of the hosts in DMSO (10 mM stock) were added and the 

emission spectrum was obtained upon each addition. A cuvette stir bar was added to 

achieve adequate mixing upon each addition. The final addition corresponded to 105-120 

µM hosts and a total volume of 25-30 µL DMSO. A control experiment where the same 

volume of neat DMSO was added was also performed. For the spectra, fluorescence 

intensity was normalized by dividing the fluorescence intensity at every wavelength by 

the fluorescence intensity at 530 nm prior to the addition of compound (maximum 

fluorescence). 

Where there was a significant change in fluorescence intensity, a Stern-Volmer 

analysis was performed. F0/F values, whereby F0 is the intensity at 530 nm before the 

addition of host and F is the intensity at 530 nm upon each addition, were plotted against 

the concentration of host and a linear fit was performed using OriginPro 2018. The 

titrations were repeated a minimum of 3 times (independent repeats), and the Stern-

Volmer constant was calculated for each repeat and subsequently averaged.  
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5.5.4 Lipid flip-flop assay 

To obtain additional evidence for the interaction of the hosts with PE lipids in 

membranes, we performed lipid flip-flop experiments.82 The experiments were 

performed using DOPC liposomes containing either NBD-PE or NBD-PC in the outer 

leaflet. To mimic bacterial membranes, we also performed the experiments using 7:3 

DOPE:DOPG liposomes containing either NBD-PE or NBD-PC.217 However the significant 

fluorescence quenching of the NBD-labelled lipids by the hosts in PE liposomes led to 

interference with the flip-flop assay in the case of DOPE:DOPG liposomes. 

To prepare the liposomes (100 nm LUVs), aliquots of the appropriate lipid stock 

solution in chloroform (DOPC or 7:3 DOPE:DOPG) was transferred to a small round 

bottom flask and dried via rotary evaporation. The lipid film was dried further on high 

vacuum for at least 5 hours prior to use. The lipid film was hydrated with buffer (5 mM 

HEPES, 100 mM NaCl, pH 7.4) and vortexed until all the lipid was removed from the round 

bottom flask. The resulting suspension was subjected to 9 freeze-thaw cycles, alternating 

between submersion in liquid nitrogen followed by thawing in mildly warm water. The 

lipid suspension was allowed to rest at room temperature for 30 minutes before extruding 

25 times through a 100 nm polycarbonate membrane (Nucleopore) using the Avanti mini 

extruder set (Avanti Polar Lipids, Inc.) to create a stock lipid solution. 

For the flip-flop assay, the lipid solution was diluted in buffer (5 mM HEPES, 100 

mM NaCl, pH 7.4) to achieve 35 mL of 25 µM lipid in a small glass beaker with stir bar. An 

ethanol solution of NBD-labelled PE or PC lipid was added to achieve a final concentration 

of 0.25 µM NBD-PE or NBD-PC (1 mol%) in the outer leaflet of the membrane (exo lipid). 
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After 1 minute of stirring, 3 mL of the solution was transferred to measure the initial 

percentage of exo NBD-lipid. To the remaining 32 mL solution was added 32 µL of a DMSO 

solution of the host and a timer was started. At certain time intervals, 3 mL of the solution 

was transferred to a cuvette to determine the percentage of exo NBD-labelled lipid. To 

determine %exo NBD-lipid, a 200 s kinetic fluorescence experiment was performed on 

the 3 mL samples using an Agilent Cary Eclipse fluorescence spectrophotometer 

(excitation wavelength = 470 nm, emission wavelength = 530 nm). In this kinetic assay, 

180 µL of a dithionite solution (1 M sodium dithionite, 10 mM Tris, pH 10) was added to 

reduce the nitro group of the NBD-labelled lipid after 50 s, and 180 µL of 10% Triton X-

100 was added to lyse the liposomes after 150 s (complete quenching of fluorescence 

should occur upon the addition of Triton X-100, because all NBD-labelled lipids should 

become available for reduction by dithionite). We found that the dithionite solution 

degraded rapidly and was therefore prepared fresh every hour. The %exo NBD-lipid is 

given by (where Fi is the fluorescence intensity just before the addition of dithionite and 

Ff is the intensity just before the addition of Triton X-100): 

% 𝑒𝑒𝑒𝑒𝑒𝑒 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 =  
𝐹𝐹𝑖𝑖 − 𝐹𝐹𝑓𝑓
𝐹𝐹𝑖𝑖

The data at each time point was further converted to % lipid flipped, by subtracting 

the %exo lipid at any given time, by the %exo lipid at time t = 0 min (before addition of 

host).  
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5.5.5 Calcein leakage assay 

100 nm 1:1 POPE:POPC large unilamellar vesicles (LUVs) were formed by 

transferring an aliquot of the lipid stock solution in chloroform to a small round bottom 

flask. A lipid film was formed by removal of the chloroform solvent on a rotary evaporator 

and dried further on high vacuum for at least 5 hours prior to use. The lipid film was 

hydrated with the internal solution (70 mM calcein, 150 mM NaCl, 10 mM Tris buffer, pH 

7.4) and vortexed until all lipid was removed from the glass walls of the round bottom 

flask. The resulting suspension was subjected to 9 freeze-thaw cycles, alternating 

between submersion in liquid nitrogen followed by thawing in mildly warm water. The 

lipid suspension was allowed to rest at room temperature for 30 minutes before extruding 

25 times through a 100 nm polycarbonate membrane (Nucleopore) using the Avanti mini 

extruder set (Avanti Polar Lipids, Inc.). The resulting uniform LUVs were separated from 

the unencapsulated calcein by size exclusion chromatography using a Sephadex column 

(G-50, medium).  

For each measurement, the obtained concentrated stock liposome solution was 

diluted in external buffer (150 mM NaCl, 10 mM Tris buffer, pH 7.4) to afford 3 mL of a 

final lipid concentration of 10 µM in a cuvette. A cuvette stir bar was added and a 14-

minute kinetic fluorescence experiment was performed using an Agilent Cary Eclipse 

fluorescence spectrophotometer (excitation wavelength = 490 nm, emission wavelength 

= 520 nm). In this kinetic assay, 30 µL of a 10 mM DMSO stock solution of the host was 

added after 1.5 min (resulting in a final host concentration of 100 µM), and 30 µL of 10% 

Triton X-100 was added to lyse the liposomes after 11.5 min. The percent calcein release 
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is given by (where F0 is the fluorescence intensity before the addition of host (t = 0 min), 

F is the intensity at any given time and FF is the intensity after the addition of Triton X-100 

(final data point)): 

% 𝑐𝑐𝑐𝑐𝑙𝑙𝑐𝑐𝑒𝑒𝑙𝑙𝑐𝑐 𝑟𝑟𝑒𝑒𝑙𝑙𝑒𝑒𝑐𝑐𝑟𝑟𝑒𝑒 =  
𝐹𝐹 − 𝐹𝐹0
𝐹𝐹𝐹𝐹 − 𝐹𝐹0

∙ 100%

5.5.6 Anion transport assay 

In Chapter 4, a standard transmembrane transport study was used to determine 

if 3.4 exerts antibacterial activity via a transmembrane anion transport mechanism.215 100 

nm liposomes (7:3 EggPC:cholesterol) were formed by transferring an aliquot of a lipid 

stock solution in chloroform to a small round bottom flask, followed by drying via rotary 

evaporation. The lipid film was dried further on high vacuum for at least 5 hours prior to 

use. The lipid film was hydrated with the internal solution (1 mM lucigenin, 222 mM 

NaNO3, 10 mM HEPES buffer at pH 7.4) and vortexed for about 5 minutes. The resulting 

suspension was subjected to seven freeze-thaw cycles, alternating between submersion 

in liquid nitrogen followed by thawing in mildly warm water. The lipid suspension was 

allowed to rest at room temperature for 30 minutes before extruding 27 times through a 

100 nm polycarbonate membrane (Nucleopore) using the Avanti mini extruder set (Avanti 

Polar Lipids, Inc.). The resulting uniform large unilamellar vesicles (LUVs) were separated 

from the unencapsulated lucigenin by size exclusion chromatography using a Sephadex 

column (G-50, medium), and diluted in external buffer (222 mM NaNO3, 10 mM HEPES 

buffer at pH 7.4) to achieve a final lipid concentration of 0.5 mM lipid. 
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To start the anion transport experiment, the lucigenin-loaded liposomes (0.5 mM 

lipid) were transferred to a 3 mL fluorescence cuvette and a small cuvette stir bar was 

added. The cuvette was placed in the fluorometer and stirring was started at maximum 

speed (stirring continued throughout the experiment). 10 Seconds before the start of the 

kinetic rƵn, ϳ͘ϱ ʅ> DMF or a DMF stock solution of compound 3.4 was added to the 

liposomes to achieve a final concentration of 3.4 of 5 mol% with respect to total lipid 

concentration. At time t = 0 s, the kinetic run was started by the addition of 75 ʅ> EaCl 

solution to achieve a final concentration of 25 mM Ea�l, and the fluorescence intensity 

at 505 nm (excitation 430 nm) was measured for 400 s. At time t = 320 s, detergent (75 ʅ> 

of 10% Triton X-100) was added to fully lyse the membrane and estimate the quality of 

the liposomes. The obtained kinetic run was subsequently converted to ‘normalized F0/F’, 

using the following equation (where F is the fluorescence intensity at any time, Ffinal is the 

fluorescence intensity after adding Triton X-100, and F0 is the fluorescence intensity at 

time t = 0 s: 

ܰ𝑒𝑒𝑟𝑟𝜇𝜇𝑐𝑐𝑙𝑙𝑙𝑙ݖ𝑒𝑒𝑙𝑙 
𝐹𝐹0
𝐹𝐹

=  

𝐹𝐹0
𝐹𝐹 − 𝐹𝐹0

𝐹𝐹 0
𝐹𝐹0

𝐹𝐹𝑓𝑓𝑖𝑖௡௔௟
− 𝐹𝐹0
𝐹𝐹0

=
𝐹𝐹0
𝐹𝐹 − 1
𝐹𝐹0

𝐹𝐹𝑓𝑓𝑖𝑖௡௔௟
− 1

The calculation is valid because of the linear correlation between lucigenin quenching 

(F0/F) and Ea�l concentration. By taking the value upon addition of Triton X-100 (Ffinal) as 

a reference point, the data is normalized and the error between experiments is reduced. 

By subtracting 1 in the formula, we ensure that values start at 0 and reach a maximum 

value of 1. The ‘normalized F0/F’ data of 2 independent experiments conducted with 2 

different sets of liposomes was averaged and the standard deviations were calculated. 
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5.6 Hemolysis 

Hemolysis can determine if a potential antibiotic will cause lysis of human erythrocytes. 

The EC50 value represents the concentration of a drug that causes 50% hemolysis. We 

calculated the EC50 for compounds 3.1 and 3.4 cells based on a previous study designed 

for antimicrobial peptides. 196 To begin, Single donor human blood cells were washed 

twice and diluted to 2.5 x 107 cells/mL in a solution of 4% DMSO in PBS buffer (1x). 

Compounds were added in various concentrations from serial dilutions (100-400 µM) of 

DMSO stocks (25 µM) based on MIC values. Duramycin was tested at lower 

concentrations (0.001-10 µM) to compare the antimicrobial peptide to the compounds. 

Triton X-100 (1%) was used as a positive control and 4% DMSO PBS buffer was used as a 

negative control. The plates were sealed with a protective film to prevent evaporation 

and incƵďated for ϭ hoƵr at ϯϳȗ�͘ �fter incƵďation, the ϵ6 ǁell plates ǁere centrifƵged at 

3900 rpm for 5 min. 50 µL of each well’s supernatant was then carefully transferred to a 

new 96 well plate, which was then centrifuged to remove any bubbles. The absorbance 

of the supernatant was measured at 414 nm. The percent of hemolysis was calculated by: 

 𝑟𝑟 (ܰ𝑒𝑒݃) × 100ܾܣ 𝑟𝑟 (ܲ𝑒𝑒𝑟𝑟) оܾܣ 𝑟𝑟 (ܰ𝑒𝑒݃)ܾܣ 𝑟𝑟 (ܵ𝑐𝑐𝜇𝜇𝑙𝑙𝑙𝑙𝑒𝑒) оܾܣ = 𝑟𝑟𝑙𝑙𝑟𝑟ݕ𝑒𝑒𝜇𝜇𝑒𝑒𝑙𝑙ܪ %

there �ďs;^ampleͿ is each sample͛s aďsorption at ϰϭϰ nm, �ďs;EegͿ is the negatiǀe 

control’s average absorbance at 414 nm, and Abs(Pos) is the positive control’s average 

absorption at 414 nm. The % hemolysis values were input into OriginPro 2018b 

(b9.5.5.409 (Academic)) and fitted with the DoseResp model with the maximum value set 

at 100% to determine HC50 from the inflection point. 196 
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5.7 Bacterial Assays 

5.7.1 Minimum Inhibitory Concentration (MIC) studies 

The minimum inhibitory concentration (MIC) against different bacteria was 

determined using the broth microdilution method recommended by the Clinical and 

Laboratory Standards Institute.218 Bacterial strains (B. cereus (ATCC 117781), B. subtilis 

(ATCC 6051), S. aureus (ATCC 25923), E. faecalis (ATCC 29242), E. coli (ATCC 25922), and 

P. aeruginosa (ATCC 27853) were obtained from the American Type Culture Collection

and stored in glycerol stocks at -80 °C. For each experiment, a small amount of the 

glycerol stock was streaked onto a Müller-Hinton agar plate (Sigma-Aldrich #70191) and 

the agar plate was incubated for 18-24 hours at 35 °C. The obtained colonies were 

aseptically transferred into sterile cation-adjusted Müller-Hinton broth (Sigma-Aldrich 

#90922) and vortex briefly. Colonies were added until the inoculum solution achieved an 

OD600 value corresponding to 1 x 108 CFU/mL. OD600 values were determined using a 

Biowave CO8000 Cell Density meter and 17x100 mm polystyrene culture tubes (VWR 

#60818-703). The inoculum was subsequently diluted to 5 x 105 CFU/mL in sterile cation-

adjusted Müller-Hinton broth.  

In Chapter 3, compounds were dissolved in DMSO for solubility reasons. In each 

experiment a solvent control and bacterial viability control (known antibiotic) were run 

along with the other treatments. Compounds and controls (8 µL) were added to a non-

tissue culture treated 96-well plate (Falcon #351172) followed by 192 µL of the bacteria 

inoculum so that the final concentration of DMSO did not exceed 4% v/v. Finally, the 96-

well plate was covered with a Breathe-Easy sealing membrane (Sigma-Aldrich # Z380059) 
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before incubation. The optical density at 600 nm (OD600) was subsequently measured for 

24 hours using a BioTek Cytation 5 Cell Imaging Multi-Mode Reader (35 °C, absorbance 

measurement at 600 nm, orbital shaking (shaking every 10 minutes, for 1 min at 548 rpm 

(2 mm)). The MIC value was defined as the minimum concentration of compound that 

resulted in complete inhibition of bacterial growth over the full 24 hours. We also tried 

to obtain an MIC value against B. cereus for the known PE-binding antibiotic duramycin, 

but faced problems with repeatability.219 100 For all concentrations investigated, 

duramycin caused a delay in bacterial growth. However, full inhibition of bacterial growth 

was only seen for most repeats at 32 µM and 64 µM and all repeats at 128 µM duramycin.  

In Chapter 4, the MIC values of compounds 4.1-4.10 and six known antibiotics 

were optimized for B. subtilis in cation-adjusted Müller Hinton broth (MH2). Antibiotics 

were dissolved in DMSO (rifampicin (Alfa Aesar #J60836-03), calcimycin (Sigma-Aldrich 

#21186) vancomycin (Sigma-Aldrich #1709007)), or MH2 (phosphomycin (Sigma-Aldrich 

#P5396), gentamicin (Sigma-Aldrich #G1264), Bactrim). Compounds and controls (8 µL) 

were added to a non-tissue culture treated 96-well plate (Falcon #351172) followed by 

192 µL of the bacteria inoculum so that the final concentration of DMSO did not exceed 

4% v/v. Finally, the 96-well plate was covered with a Breathe-Easy sealing membrane 

(Sigma-Aldrich # Z380059) and incubated for 24 h at 35 °C without shaking. The MIC was 

determined visually after 24 h in the incubator. The lack of bacterial growth could be seen 

by the clarity of the well and clindamycin controls were used as a reference. 
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5.7.2 Bactericidal activity assay 

The minimum bactericidal concentration (MBC) was determined using the method 

suggested by the Clinical and Laboratory Standards Institute. In brief, at the end of the 

MIC determination (see previous section), 100 µL of the B. cereus culture obtained after 

24 h incubation with various concentrations of compound 3.1 was streaked onto a Müller-

Hinton agar plate (Sigma-Aldrich #70191) and the agar plate was incubated for 18-24 

hours at 35 °C. The colonies were counted to determine the final CFU/mL after 24 h 

incubation. This final CFU/mL was compared with the initial CFU/mL at the start of the 24 

h incubation (typically 5 x 105 CFU/mL, but this was determined experimentally each 

time) to calculate the percentage of bacteria that were killed. Bactericidal activity is 

defined as the ability to kill 99.9% of bacteria. 

5.7.3 Imaging studies in Chapter 2 

To investigate morphological changes in B. cereus induced by compounds 3.1, we 

performed live imaging and Gram staining. For the live imaging, 10 µL of the B. cereus 

cultures obtained by 24 h incubation with various concentrations of compounds 3.1-3.4 

and 18C6 was transferred to a 96-well plate with glass bottom suitable for microscopy 

(Greiner Bio-one #655892) and diluted with 90 µL Müller-Hinton broth. The 96-well plate 

was subsequently centrifuged for 1 minute at 3000 rpm using an Eppendorf Centrifuge 

5810 to ensure that all bacteria are in a single optical plane at the bottom of the 96-well 

plate. The bacteria were than imaged using a BioTek Cytation 5 Cell Imaging Multi-Mode 

Reader (40x or 60x objective, Brightfield). 
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For the Gram-staining, 5 µL of the B. cereus culture obtained by 24 h incubation with 

various concentrations of compounds 3.1-3.4 and 18C6 was transferred onto a Polysine 

microscope adhesion slide (ThermoScientific #P4981-001) and stained using a Gram stain 

kit (Fischer Scientific #ES800). The slides were subsequently visualized using a BioTek 

Cytation 5 Cell Imaging Multi-Mode Reader (40x or 60x objective, Brightfield) or an 

Amscope Quintuple Plan Infinity Kohler Laboratory Trinocular Compound Microscope 

(100x oil objective, Brightfield).  

5.7.4 Membrane depolarization assay 

A membrane depolarization assay was performed using the dye Disc3(5) (ϯ,ϯ഻-

dipropylthiadicarbocyanine iodide), according to the method by te Winkel et al.167 

optimized for B. cereus. The MIC values for the negative control clindamycin (1 ʅg/mL) 

and positive control gramicidin (1.25 ʅM) against B. cereus were initially determined, as 

described above for the other compounds. 

For each experiment, a small amount of the B. cereus glycerol stock was streaked onto a 

Müller-Hinton agar plate (Sigma-Aldrich #70191) and the agar plate was incubated for 18-

24 hours at 35 ϶C. The obtained colonies were aseptically transferred into sterile cation-

adjusted Müller-Hinton broth (Sigma-Aldrich #90922) and diluted to OD600 = 0.1. The 

bacteria were subsequently incubated at 35 ϶� Ƶntil they reached mid-logarithmic phase 

(typically OD600 = 0.5-0.6). The cultures were then centrifuged at 3000 rpm for 5 mins and 

the pellets were re-suspended and diluted in Müller-Hinton broth supplemented with 0.5 

mg/mL BSA (bovine serum albumin) to OD600 = 0.1.  
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For the measurements at 1xMIC and 1.6xMIC, 172 ʅ> of the diluted cells were 

transferred to a fluorescence 96-well plate (sterile, black, flat-bottom, polystyrene 

microplate from Brand #7816668) and the fluorescence intensity was followed for 3 

minutes to obtain values for background fluorescence. After obtaining a baseline, 8 ʅ> 

DiSC3(5) dissolved in DMSO was added to each ǁell to a final concentration of ϭ ʅD 

DiSC3(5) and 4% DMSO, and the fluorescence intensity was measured for another 15 

minutes. At this point, 20 ʅ> of stock solƵtions of 3.1 and control antibiotics (dissolved to 

10x the desired concentration in Müller-Hinton broth with 4% DMSO) were added and 

the fluorescence was measured for 1 hour. All fluorescence measurements were 

preformed using a BioTek Cytation 5 Cell Imaging Multi-Mode Reader (35 °C, excitation at 

610 nm and emission at 660 nm, time intervals of 23 seconds, orbital shaking (5 seconds 

at 548 rpm (2 mm) before each measurement). As a control, the measurements were also 

conducted on Müller-Hinton broth supplemented with 0.5 mg/mL BSA (bovine serum 

albumin) that did not contain any bacteria. 

For the measurements at 10xMIC, the procedure was altered due to the limited 

solubility of the crown ether compounds. In this case, 193 ʅ> of the diluted cells were 

transferred to a fluorescence 96-well plate (sterile, black, flat-bottom, polystyrene 

microplate from Brand #7816668) and the fluorescence was followed for 3 minutes to 

obtain values for background fluorescence. After obtaining a baseline, 2 ʅ> DiSC3(5) 

dissolved in DMSO was added to each ǁell to a final concentration of ϭ ʅD �i^�3(5) and 

1% DMSO, and the fluorescence intensity was measured for another 15 minutes. At this 

point, 5 ʅ> of stock �D^K solƵtions of 3.1 and control antibiotics were added and the 
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fluorescence was measured for 1 hour. All fluorescence measurements were preformed 

using a BioTek Cytation 5 Cell Imaging Multi-Mode Reader (35 °C, excitation at 610 nm 

and emission at 660 nm, time intervals of 23 seconds, orbital shaking (5 seconds at 548 

rpm (2 mm) before each measurement). As a control, the measurements were also 

conducted on Müller-Hinton broth supplemented with 0.5 mg/mL BSA (bovine serum 

albumin) that did not contain any bacteria. 

To convert the raw fluorescence data to fraction of Disc3(5) released, we used the 

fact that Disc3(5) accumulates into polarized cells and self-quenches. Therefore, the 

highest possible fluorescence that can be measured, should correspond to the values 

obtained for the control experiments without bacteria. In these control experiment, the 

procedure described above (3 minutes background fluorescence, followed by addition of 

Disc3(5), followed by the addition of compound) was repeated using Müller-Hinton broth 

supplemented with 0.5 mg/mL BSA (bovine serum albumin) that did not contain any 

bacteria. By calculating the fraction Disc3(5) release this way, any potential artifacts due 

to differences in DMSO content, slow stirring or other interferences can be removed. Full 

depolarization should correspond to a fraction Disc3(5) release of 1.0, as is seen for the 

positive control gramicidin.  

݂𝑟𝑟𝑐𝑐𝑐𝑐ݐ𝑙𝑙𝑒𝑒𝑐𝑐  ܦ𝑙𝑙𝑟𝑟𝑐𝑐ଷ(5)  𝑟𝑟𝑒𝑒𝑙𝑙𝑒𝑒𝑐𝑐𝑟𝑟𝑒𝑒 =  
𝐹𝐹𝑙𝑙ݑ𝑒𝑒𝑟𝑟𝑒𝑒𝑟𝑟𝑐𝑐𝑒𝑒𝑐𝑐𝑐𝑐𝑒𝑒 𝑙𝑙𝑐𝑐ݐ𝑒𝑒𝑐𝑐𝑟𝑟𝑙𝑙ݕݐ 𝑙𝑙𝑐𝑐 ݄ݐ𝑒𝑒 𝑙𝑙𝑟𝑟𝑒𝑒𝑟𝑟𝑒𝑒𝑐𝑐𝑐𝑐𝑒𝑒 𝑒𝑒݂ ܤ. 𝑐𝑐𝑒𝑒𝑟𝑟𝑒𝑒ݑ𝑟𝑟
𝐹𝐹𝑙𝑙ݑ𝑒𝑒𝑟𝑟𝑒𝑒𝑟𝑟𝑐𝑐𝑒𝑒𝑐𝑐𝑐𝑐𝑒𝑒 𝑙𝑙𝑐𝑐ݐ𝑒𝑒𝑐𝑐𝑟𝑟𝑙𝑙ݕݐ 𝑙𝑙𝑐𝑐 ݄ݐ𝑒𝑒 𝑐𝑐ܾ𝑟𝑟𝑒𝑒𝑐𝑐𝑐𝑐𝑒𝑒 𝑒𝑒݂ ܤ. 𝑐𝑐𝑒𝑒𝑟𝑟𝑒𝑒ݑ𝑟𝑟

For imaging of cell depolarization, the membrane depolarization assay described 

above was stopped after 15 minutes or 1 hour, and 2 ʅ> of the ďacterial solƵtion ǁas 

transferred to a microscopy cover glass and a 1% agarose gel was put on top of the 

solution to immobilize the bacteria. Images were taken using a BioTek Cytation 5 Cell 
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Imaging Multi-Mode Reader, with the Texas Red filter set for fluorescence images. All 

fluorescence images were taken using the same exposure settings (LED intensity = 7, 

Shutter Speed MS = 1206, Camera Gain = 18). Overlays were generated using the software 

accompanying the BioTek Cytation 5 Cell Imaging Multi-Mode Reader.  

 

5.7.5 BCP image collection 

A high-throughput screening method was adopted to determine the mechanism 

of action of the unknown antibiotic.176 First, a black 96-well plates with a 0.17 mm glass 

bottom (Cellvis) was coated with 50 PL of 0.025 Pg/mL Vitronectin XFTM (Stem Cell 

Technologies #100-0763) diluted in CellAdhereTM dilution buffer (Stem Cell Technologies 

#07183). The plates were incubated for 1 hour at 35 qC and used within 48 h of coating 

(kept in the fridge if not used immediately). Directly before the assay, plates were brought 

to room temperature and aspirated with 50 PL of CellAdhereTM dilution buffer by creating 

air bubbles in the well with the pipette before removing visible liquid. 

B. subtilis (ATCC 6051) was grown in 10 mL sterile cation-adjusted Müller-Hinton 

broth (MH2) in polystyrene culture tubes (VWR #60818-703). B. subtilis was grown to 

exponential phase (OD600 = 0.2) and diluted 1:100 before grown to an early exponential 

phase (OD600 = 0.15-0.19) and used in experiments. Then 192 PL of bacteria was added to 

8 PL of antibiotic diluted in DMSO or MH2 according to the procedure outlined in MIC 

studies. Plates were covered with a lid and incubated at 35 qC for 2 hours without shaking. 

After incubation, 150 PL of the bacteria suspension was removed from the wells and the 

plates were centrifuged for 30 s at 3000 rpm. To fix cells, 100 PL of 4% paraformaldehyde 
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in PBS buffer (Alpha Aesar #J60836-03) was added to the plates and incubated at room 

temperature for 30 minutes. The solution was removed carefully using a 100 PL pipette. 

PBS (50 PL) was added to wash the solution and removed with a 100 P> pipette͘ Eeǆt, ϱϬ 

PL of dye mix (5 Pg/mL DAPI (Sigma-Aldrich #D9542), 2.5 PM Sytox Green (Fisher Scientific 

#S7020), 10 Pg/mL FM4-64 (Fisher Scientific # T13320) in Hank’s Balanced Salt Solution 

([HBSS], Fisher Scientific #14175079) was added to each well and incubated for 45 

minutes in the dark at 25 qC. Eeǆt, the 96-well plate was centrifuged at 3000 rpm for 30 s 

before washing with 50 PL of PBS. The PBS wash and remaining dye solution was removed 

with a 100 PL pipette so that no liquid remained. Plates were analyzed within 12 hours 

on an inǀerted Eikon �clipse di �ϭ confocal microscope eƋƵipped ǁith a ϰϬǆͬϬ͘ϵϱ oil 

objective and 96-well plate adapter. Experiments were done in triplicate with at least 50 

cells analyzed per well for each treatment. The DAPI, Sytox Green, and FM4-64 dyes were 

imaged using DAPI, FITC, and Cy5 channels, respectively. The maximum intensity for the 

FITC channel was set by analyzing the intensity of nisin treated cells after a 10-minute 

incubation period and kept constant in all biological repeats. The maximum intensity of 

DAPI was determined by the DMSO or MH2 controls, and the Cy5 channel varied for each 

sample. Metadata containing complete information on the microscope’s parameters is 

included in Appendix C.  

5.7.6 BCP CellProfiler analysis 

Confocal images were processed using CellProfilerTM (v4.2.1) without further 

image manipulation. CellProfilerTM is a machine learning software for the identification 

and measurement of cells and nuclei/nucleoids for image analysis.194 Object selection was 
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performed on each channel independently. Images were cropped, enhanced, and 

segmented within the software before analysis. Images were cropped based on the FM4-

64 channel since these had the most background noise. Cropping was done using the 

“Crop” module and DAPI and Sytox Green (SG) stained cells were cropped according to 

the FM4-64-stained image. Image enhancement allowed for automatic background 

subtraction and brightness adjustment using speckle enhancement in the 

“EnhanceOrSuppressFeatures” module. Intensity measurements for DAPI and Sytox 

Green stained cells were taken from images prior to any enhancement. 

Eeǆt, thresholding ǁas used to create a binary image to identify individual cells 

and “declump” touching objects. The “IdentifyPrimaryObject” module for each channel 

was set to global Otsu three class thresholding with a smoothing scale of V�= 1. The 

expected size of the objects was set to 2-25 px for DAPI and Sytox Green stained images 

and 6-60 px for FM4-46 membrane outlines. Clumped objects were separated by 

intensity. Most images had large amounts of bacteria chaining together or clumped side-

by-side. The “DisplayObjectonImage” module generates object numbers on the raw 

image so that any extreme outliers could be investigated later. Measurements were 

generated using the “MeasureObjectSizeShape” or “MeasureIntensity” module. Many 

measurements from CellProfiler are generated as pixel (px) values. These values were 

converted to Pm based on metadata from the microscope (1 px = 0.24 Pm). A full 

description of the parameters is listed in Chapter 4 and Appendix C. 
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5.7.7 BCP statistical analysis 

CellProfiler data was exported to Excel (Version 16.60 for Mac) and any extreme 

outliers were removed before further processing. The data was analyzed via linear 

discriminant analysis (LDA) using the Addinsoft XLSTAT 2022.2.1 plugin (Student Version) 

in Microsoft Excel 16.60 for Mac.  LDA allows for supervised training of the dataset by 

using “explanatory variables” to classify the antibiotics into a known MOA group. This was 

done ďy groƵping the knoǁn and Ƶnknoǁn antiďiotics into siǆ groƵps͗ �t, W^, ZE�, &S, 

D�D, and hE<͘ �lassification of each antiďiotic to the proper DK� groƵp ǁas ǀalidated 

by a randomly generated training dataset. A confusion matrix for the training sample 

showed an overall 79.74% success rate of accurately assigning the antibiotic to its proper 

class (Chapter 4 and Appendix C).  

The threshold for component selection was set for 95% variation, which yielded 

six different axis, or “factors” (F1-F6) for each variable (cell measurement). To eliminate 

irrelevant data, a unidimensional test of equality was used for dimensionality reduction. 

Any variable with a p value <0.0001 was deemed statistically significant and others were 

discarded. Further calculations used F1-F4 (92% of total variation). In some cases where 

there were more DAPI than SG or FM4-64-stained cells, XLSTAT used the median or mode 

in place of missing data for the measurement. For intensity measurements of DAPI and 

SG-stained cells, a zero was used to show the lack of cells instead. Confidence ellipses 

correspond to a 95% confidence interval using the same mean values and covariance 

matrix as the factor scores. The dendrogram was generated based on Euclidian distance 

of dissimilarities using Ward’s method using Origin Labs (OriginPro 2022).  
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APPENDIX A  

SUPPLEMENTARY INFORMATION FOR CHAPTER 2 

A.1 1H NMR and 13CNMR spectra of novel compounds

Figure A.1: 1H NMR (300 MHz) spectrum of compound 2.1 in DMSO-d6 at 298 K. 
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Figure A.2: 13C NMR (101 MHz) spectrum of compound 2.1 in DMSO-d6 at 298 K. 

Figure A.3: 1H NMR (300 MHz) spectrum of compound 2.2 in CDCl3 at 298 K. 
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Figure A.4: 13C NMR (101 MHz) spectrum of compound 2.2 in CDCl3 at 298 K. 

Figure A.5: 1H NMR (300 MHz) spectrum of compound 2.3 in CDCl3 at 298 K. 
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Figure A.6: 13C NMR (101 MHz) spectrum of compound 2.3 in CDCl3 at 298K. 

A.2 1H NMR titrations

Figure A.7: 1H NMR titration of 2.1 with CDL-TBA2 in 0.5% Milli-Q H2O:99.5% DMSO-d6 at 
298 K. No measurable binding was observed from urea NHs at δA = 7.64 ppm and δB = 

5.05 ppm. 
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Figure A.8: 1H NMR titration of 2.3 with CDL-TBA2 in 0.5% Milli-Q H2O:99.5% DMSO-d6 at 
298 K. No measurable binding was observed from urea NHs at δA = 5.85 ppm and δB = 

5.80 ppm. 
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APPENDIX B  

SUPPLEMENTARY INFORMATION FOR CHAPTER 3 

B.1 1H NMR and 13CNMR spectra of novel compounds

Figure B.1: 1H NMR (300 MHz) spectrum of compound 3.1 in CDCl3 at 298 K. 
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Figure B.2:13C NMR (101 MHz) spectrum of compound 3.1 in CDCl3 at 298 K. 

Figure B.3: 1H NMR (300 MHz) spectrum of compound 3.1 in CDCl3 at 298 K. 
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Figure B.4: 13C NMR (101 MHz) spectrum of compound 3.2 in CDCl3 at 298 K. 
 

 

Figure B.51H NMR (400 MHz) spectrum of compound 3.3  in DMSO-d6 at 298 K. 
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Figure B.6: 13C NMR (101 MHz) spectrum of compound 3.3 in DMSO-d6 at 298 K. 

 

 
Figure B.7: 1H NMR (300 MHz) spectrum of compound 3.4 in CDCl3 at 298 K. 
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Figure B.8: 13C NMR (101 MHz) spectrum of compound 3.4 in CDCl3 at 298 K. 
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B.2 Binding studies with POPE and POPC

Figure B.9: 1H NMR titration of 3.1 with POPE in 0.5% Milli-Q H2O:24.5% DMSO-d6:75% CDCl3 at 
298 K. (a) Stack plot of selected spectra of a representative titration. (b) Fitplot for the urea NHs 

at δA = 8.37 ppm and δB= 8.74 ppm using global analysis and 1:1 binding stoichiometry. Data 
from 3 independent repeats are overlaid. (c) Plot of the residuals for urea NHs at δA = 8.37 ppm 
and δB= 8.74 ppm using global analysis and 1:1 binding stoichiometry. Data from 3 independent 

repeats are overlaid. 
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Figure B.10. 1H NMR titration of 3.1 with POPC in 0.5% Milli-Q H2O:24.5% DMSO-d6:75% 
CDCl3 at 298 K. (a) Stack plot of selected spectra of a representative titration. (b) Fitplot 

for the urea NHs at δA = 8.37 ppm and δB= 8.74 ppm using global analysis and 1:1 
binding stoichiometry. Data from 3 independent repeats are overlaid. (c) Plot of the 

residuals for urea NHs at δA = 8.37 ppm and δB= 8.74 ppm using global analysis and 1:1 
binding stoichiometry. Data from 3 independent repeats are overlaid. 
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Figure B.11. Stack plot of the 1, EDZ titration of 3.2 with POPE in 0.5% Milli-Q 
H2O:24.5% DMSO-d6:75% CDCl3 at Ϯϵϴ <͘ dhe change in chemical shift for the Ƶrea E,s 

is < 0.1 ppm, and we assume no binding event takes place (Ka < 10 M-1). 
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Figure B.12. Stack plot of the 1H NMR titration of 3.2 with POPC in 0.5% Milli-Q 
H2O:24.5% DMSO-d6:75% CDCl3 at 298 K. The change in chemical shift for the urea NHs 

is < 0.1 ppm, and we assume no binding event takes place (Ka < 10 M-1). 
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Figure B.13. 1H NMR titration of 3.3 with POPE in 0.5% Milli-Q H2O:24.5% DMSO-d6:75% 
CDCl3 at 298 K. (a) Stack plot of selected spectra of a representative titration. (b) Fitplot 

for the urea NHs at δA = 8.20 ppm and δB= 8.56 ppm using global analysis and 1:1 
binding stoichiometry. Data from 3 independent repeats are overlaid. (c) Plot of the 

residuals for urea NHs at δA = 8.20 ppm and δB= 8.56 ppm using global analysis and 1:1 
binding stoichiometry. Data from 3 independent repeats are overlaid. 
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Figure B.14. 1H NMR titration of 3.3 with POPC in 0.5% Milli-Q H2O:24.5% DMSO-d6:75% 
CDCl3 at 298 K. (a) Stack plot of selected spectra of a representative titration. (b) Fitplot 

for the urea NHs at δA = 8.20 ppm and δB= 8.56 ppm using global analysis and 1:1 
binding stoichiometry. Data from 3 independent repeats are overlaid. (c) Plot of the 

residuals for urea NHs at δA = 8.20 ppm and δB= 8.56 ppm using global analysis and 1:1 
binding stoichiometry. Data from 3 independent repeats are overlaid. 
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Figure B.15. Stack plot of the 1H NMR titration of 3.4 with POPE in 0.5% Milli-Q 
H2O:24.5% DMSO-d6:75% CDCl3 at 298 K. The change in chemical shift for the urea NHs 

is < 0.1 ppm, and we assume no binding event takes place (Ka < 10 M-1). 
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Figure B.16: 1H NMR titration of 3.4 with POPC in 0.5% Milli-Q H2O:24.5% DMSO-

d6:75% CDCl3 at 298 K. (a) Stack plot of selected spectra of a representative titration. 
(b) &itplot for the urea NHs at δA = 5.90 ppm and δB= 8.48 ppm using global analysis 

and 1:1 binding stoichiometry. Data from 3 independent repeats are overlaid. (c) Plot 
of the residuals for urea NHs at δA = 5.90 ppm and δB= 8.48 ppm using global analysis 

and 1:1 binding stoichiometry. Data from 3 independent repeats are overlaid. 
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Figure B.17: 1H NMR titration of POPE with 18-crown-6 in 0.5% Milli-Q H2O:24.5% 
DMSO-d6:75% CDCl3 at 298 K. (a) Stack plot of selected spectra of a representative 

titration. (b) &itplot for the ammonium group of PKP� at δA = 8.40 ppm using 1:1 binding 
stoichiometry. Data from 3 independent repeats are overlaid. (c) Plot of the residuals for 
the ammonium group of PKP� at δA = 8.40 ppm. Data from 3 independent repeats are 

overlaid. 



 

175 

 

B.3 Fluorescence titrations with POPC and POPE 

 

 
Figure B.18: Fluorescence titration of 3.1 (10 mM stock in DMSO) into a solution of 100 
nm LUVs (1:1 POPC:POPE liposomes containing 1 mol% NBD-PE). Excitation wavelength 
= 470 nm. (a) Normalized fluorescence spectra, average of at least 2 repeats. (b) Stern-

Volmer plots for all individual repeats. (c) Results of the linear fit of the Stern-Volmer 
plots. The slope corresponds to the Stern-Volmer constant KSV. 
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Figure B.19: Fluorescence titration of 3.1 (10 mM stock in DMSO) into a solution of 100 

nm LUVs (POPC liposomes containing 1 mol% NBD-PC). Excitation wavelength = 470 nm. 
(a) Normalized fluorescence spectra, average of at least 2 repeats. (b) Stern-Volmer plots 
for all individual repeats. (c) Results of the linear fit of the Stern-Volmer plots. The slope 

corresponds to the Stern-Volmer constant KSV. 
 

 

Figure B.20: Fluorescence titration of 3.2 (10 mM stock in DMSO) into a solution of 100 
nm LUVs (1:1 POPC:POPE liposomes containing 1 mol% NBD-PE). Excitation wavelength 
= 470 nm. (a) Normalized fluorescence spectra, average of at least 2 repeats. (b) Stern-
Volmer plots for all individual repeats. Linear fit resulted in R2 values < 0.75 (no linear 

correlation). 
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Figure B.21: Fluorescence titration of 3.2 (10 mM stock in DMSO) into a solution of 100 

nm LUVs (POPC liposomes containing 1 mol% NBD-PC). Excitation wavelength = 470 nm. 
(a) Normalized fluorescence spectra, average of at least 2 repeats. (b) Stern-Volmer plots 

for all individual repeats. Linear fit resulted in R2 values < 0.75 (no linear correlation). 

 

 

Figure B.22: Fluorescence titration of 18-crown-6 (10 mM stock in DMSO) into a solution 
of 100 nm LUVs (1:1 POPC:POPE liposomes containing 1 mol% NBD-PE). Excitation 
wavelength = 470 nm. (a) Normalized fluorescence spectra, average of at least 2 

repeats. (b) Stern-Volmer plots for all individual repeats. Linear fit resulted in R2 values < 
0.75 (no linear correlation). 
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Figure B.23: Fluorescence titration of 18-crown-6 (10 mM stock in DMSO) into a solution 
of 100 nm LUVs (POPC liposomes containing 1 mol% NBD-PC). Excitation wavelength = 
470 nm. (a) Normalized fluorescence spectra, average of at least 2 repeats. (b) Stern-
Volmer plots for all individual repeats. Linear fit resulted in R2 values < 0.75 (no linear 

correlation). 
 
 
 
 
 

Figure B.24. Fluorescence titration of DMSO into a solution of 100 nm LUVs. Excitation 
wavelength = 470 nm. (a) 1:1 POPC:POPE liposomes containing 1 mol% NBD-PE. (b) 

POPC liposomes containing 1 mol% NBD-PC. 
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B.4 Lipid flip-flop 

 
Figure B.25: Flip-flop of exo NBD-PE (1 mol%) in 100 nm DOPC large unilamellar vesicles 
(25 µM) mediated by various concentrations of host 3.1. DMSO was used as a negative 
control. The results are the average of 2 biological x 2 technical repeats and the error 

bars represent standard deviations. 

 
Figure B.26: Flip-flop of exo NBD-PE (1 mol%) in 100 nm 7:3 DOPE:DOPG large 

unilamellar vesicles (25 µM) mediated by various concentrations of hosts 3.1. DMSO was 
used as a negative control. The results are the average of 2 biological x 2 technical 

repeats and the error bars represent standard deviations. 
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B.5 Bacterial selectivity assay 

 
Figure B.27. Bacterial selectivity of 3.1-3.4 and 18-crown-6 (biological repeat 1). 
Bacterial growth was monitored for 24 h at 35 °C on a Müller-Hinton agar plate 

containing 50 μL of a 25 mD DD^K stocŬ of 3.1, 3.2, 3.3, 3.4 and 18-crown-6. Blank 
contained 300 μL DD^K in the agar plate. �ll plates are photographed so that the 

B. cereus section is on the right, the B. subtilis section is on the bottom, and the 
S. simulans section is on the left of the agar plate. 



 

181 

 

 
Figure B.28: Bacterial selectivity of 3.1-3.4 and 18-crown-6 (biological repeat 2). 
Bacterial growth was monitored for 24 h at 35 °C on a Müller-Hinton agar plate 

containing 50 μL of a 25 mD DD^K stocŬ of 3.1, 3.2, 3.3, 3.4 and 18-crown-6. Blank 
contained 300 μL DD^K in the agar plate. �ll plates are photographed so that the 

B. cereus section is on the right, the B. subtilis section is on the bottom, and the 
S. simulans section is on the left of the agar plate. 
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B.6 Growth curves from MIC studies 

 
Figure B.29: MIC determination for compound 3.1. The change in optical density at 600 
nm was measured for 24 h at 35 °C to monitor the growth of B. cereus (starting point 

5 x 105 CFU/mL) in Müller-Hinton broth containing 4% DMSO and various concentrations 
of compound 3.1. DMSO was used as a negative control. The results are the average of 

minimum 2 biological x 2 technical repeats and the error bars represent standard 
deviations. (a) full growth curves. (b) Optical density (600 nm) after 24 hours incubation 

with various concentrations of 3.1. 
 

 
Figure B.30. MIC determination for compound 3.2. The change in optical density at 600 
nm was measured for 24 h at 35 °C to monitor the growth of B. cereus (starting point 

5 x 105 CFU/mL) in Müller-Hinton broth containing 4% DMSO and various concentrations 
of compound 3.2. DMSO was used as a negative control. The results are the average of 

minimum 2 biological x 2 technical repeats and the error bars represent standard 
deviations. (a) full growth curves. (b) Optical density (600 nm) after 24 hours incubation 

with various concentrations of 3.2. 
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Figure B.31: MIC determination for compound 3.3. The change in optical density at 600 
nm was measured for 24 h at 35 °C to monitor the growth of B. cereus (starting point 

5 x 105 CFU/mL) in Müller-Hinton broth containing 4% DMSO and various concentrations 
of compound 3.3. DMSO was used as a negative control. The results are the average of 

minimum 2 biological x 2 technical repeats and the error bars represent standard 
deviations. (a) full growth curves. (b) Optical density (600 nm) after 24 hours incubation 

with various concentrations of 3.3. 

 

Figure B.32. MIC determination for compound 3.4. The change in optical density at 600 
nm was measured for 24 h at 35 °C to monitor the growth of B. cereus (starting point 

5 x 105 CFU/mL) in Müller-Hinton broth containing 4% DMSO and various concentrations 
of compound 3.4. DMSO was used as a negative control. The results are the average of 

minimum 2 biological x 2 technical repeats and the error bars represent standard 
deviations. (a) full growth curves. (b) Optical density (600 nm) after 24 hours incubation 

with various concentrations of 3.4. 
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Figure B.33: MIC determination for compound 18C6. The change in optical density at 
600 nm was measured for 24 h at 35 °C to monitor the growth of B. cereus (starting 

point 5 x 105 CFU/mL) in Müller-Hinton broth containing 4% DMSO and various 
concentrations of compound 18C6. DMSO was used as a negative control. The results are 

the average of minimum 2 biological x 2 technical repeats and the error bars represent 
standard deviations. (a) full growth curves. (b) Optical density (600 nm) after 24 hours 

incubation with various concentrations of 18C6. 
 
 

 
Figure B.34. MIC determination for duramycin. The change in optical density at 600 nm 

was measured for 24 h at 35 °C to monitor the growth of B. cereus (starting point 
5 x 105 CFU/mL) in Müller-Hinton broth containing 4% DMSO and various concentrations 

of duramycin. DMSO was used as a negative control. The results are the average of 
minimum 2 biological x 2 technical repeats and the error bars represent standard 

deviations. (a) full growth curves. (b) Optical density (600 nm) after 24 hours incubation 
with various concentrations of duramycin. 
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B.7 Bactericidal activity 

 

Table B.1: Bactericidal activity of compound 3.1 after 24 h incubation with B.cereus. 

Concent
ration 
3.1 

% bacteria killed 

Repeat 1 Repeat 2 Repeat 3 Repeat 4 Repeat 5 Repeat 6 

45 µM 100 99.9 99.8 99.9 100 100 

40 µM 100 99.9 99.8 99.9 99.8 100 

35 µM 99.9 99.7 99.3 99.7 Overgrown[a] Overgrown[a] 

30 µM 99.9 Overgrown[a] 99.3 Overgrown[a] Overgrown[a] Overgrown[a] 

25 µM n.d.[b] Overgrown[a] Overgrown[a] Overgrown[a] Overgrown[a] Overgrown[a] 

[a] Colonies were too numerous to count. [b] n.d. = not determined. 
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B.8 Bacterial imaging with B. cereus 

Figure B.35. Images of untreated B. cereus after 24 h incubation at 35 °C in Müller-Hinton 
broth (starting point 5 x 105 CFU/mL). (a) Image obtained after 1:10 dilution in in Müller-
Hinton broth using a BioTek Cytation 5 Cell Imaging Multi-Mode Reader (40x objective, 
Brightfield). Scale bar represents 100 µm. (b) Image obtained after 1:10 dilution in in 
Müller-Hinton broth using a BioTek Cytation 5 Cell Imaging Multi-Mode Reader (60x 
objective, Brightfield). Scale bar represents 100 µm. (c) Image obtained after Gram 
staining using a BioTek Cytation 5 Cell Imaging Multi-Mode Reader (40x objective, 
Brightfield). Scale bar represents 100 µm. (d) Image obtained after Gram staining using 
an Amscope Quintuple Plan Infinity Kohler Laboratory Trinocular Compound Microscope 
(100x oil objective, Brightfield). Scale bar represents 30 µm. 
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Figure B.36. Images of B. cereus after 24 h incubation at 35 °C in Müller-Hinton broth 
containing 4% DMSO (starting point 5 x 105 CFU/mL). (a) Image obtained after 1:10 
dilution in in Müller-Hinton broth using a BioTek Cytation 5 Cell Imaging Multi-Mode 
Reader (40x objective, Brightfield). Scale bar represents 100 µm. (b) Image obtained after 
1:10 dilution in in Müller-Hinton broth using a BioTek Cytation 5 Cell Imaging Multi-Mode 
Reader (60x objective, Brightfield). Scale bar represents 100 µm. (c) Image obtained after 
Gram staining using a BioTek Cytation 5 Cell Imaging Multi-Mode Reader (40x objective, 
Brightfield). Scale bar represents 100 µm. (d) Image obtained after Gram staining using 
an Amscope Quintuple Plan Infinity Kohler Laboratory Trinocular Compound Microscope 
(100x oil objective, Brightfield). Scale bar represents 30 µm. 
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Figure B.37. Images of B. cereus after 24 h incubation at 35 °C in Müller-Hinton broth 
containing 4% DMSO and 20 µM 3.1 (<MIC) (starting point 5 x 105 CFU/mL). (a) Image 
obtained after 1:10 dilution in in Müller-Hinton broth using a BioTek Cytation 5 Cell 
Imaging Multi-Mode Reader (40x objective, Brightfield). Scale bar represents 100 µm. (b) 
Image obtained after 1:10 dilution in in Müller-Hinton broth using a BioTek Cytation 5 Cell 
Imaging Multi-Mode Reader (60x objective, Brightfield). Scale bar represents 100 µm. (c) 
Image obtained after Gram staining using a BioTek Cytation 5 Cell Imaging Multi-Mode 
Reader (40x objective, Brightfield). Scale bar represents 100 µm. (d) Image obtained after 
Gram staining using an Amscope Quintuple Plan Infinity Kohler Laboratory Trinocular 
Compound Microscope (100x oil objective, Brightfield). Scale bar represents 30 µm. 
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Figure B.38. Images of B. cereus after 24 h incubation at 35 °C in Müller-Hinton broth 
containing 4% DMSO and 25 µM 3.1 (=MIC) (starting point 5 x 105 CFU/mL). (a) Image 
obtained after 1:10 dilution in in Müller-Hinton broth using a BioTek Cytation 5 Cell 
Imaging Multi-Mode Reader (40x objective, Brightfield). Scale bar represents 100 µm. (b) 
Image obtained after 1:10 dilution in in Müller-Hinton broth using a BioTek Cytation 5 Cell 
Imaging Multi-Mode Reader (60x objective, Brightfield). Scale bar represents 100 µm. (c) 
Image obtained after Gram staining using a BioTek Cytation 5 Cell Imaging Multi-Mode 
Reader (40x objective, Brightfield). Scale bar represents 100 µm. (d) Image obtained after 
Gram staining using an Amscope Quintuple Plan Infinity Kohler Laboratory Trinocular 
Compound Microscope (100x oil objective, Brightfield). Scale bar represents 30 µm. 
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Figure B.39. Images of B. cereus after 24 h incubation at 35 °C in Müller-Hinton broth 
containing 4% DMSO and 30 µM 3.1 (>MIC) (starting point 5 x 105 CFU/mL). (a) Image 
obtained after 1:10 dilution in in Müller-Hinton broth using a BioTek Cytation 5 Cell 
Imaging Multi-Mode Reader (40x objective, Brightfield). Scale bar represents 100 µm. (b) 
Image obtained after 1:10 dilution in in Müller-Hinton broth using a BioTek Cytation 5 Cell 
Imaging Multi-Mode Reader (60x objective, Brightfield). Scale bar represents 100 µm. (c) 
Image obtained after Gram staining using a BioTek Cytation 5 Cell Imaging Multi-Mode 
Reader (40x objective, Brightfield). Scale bar represents 100 µm. (d) Image obtained after 
Gram staining using an Amscope Quintuple Plan Infinity Kohler Laboratory Trinocular 
Compound Microscope (100x oil objective, Brightfield). Scale bar represents 30 µm. 
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Figure B.40. Images of B. cereus after 24 h incubation at 35 °C in Müller-Hinton broth 
containing 4% DMSO and 100 µM 3.2 (starting point 5 x 105 CFU/mL). Image obtained 
after 1:10 dilution in in Müller-Hinton broth using a BioTek Cytation 5 Cell Imaging Multi-
Mode Reader (60x objective, Brightfield). Scale bar represents 100 µm. 

Figure B.41. Images of B. cereus after 24 h incubation at 35 °C in Müller-Hinton broth 
containing 4% DMSO and 100 µM 3.3 (starting point 5 x 105 CFU/mL). Image obtained 
after 1:10 dilution in in Müller-Hinton broth using a BioTek Cytation 5 Cell Imaging Multi-
Mode Reader (60x objective, Brightfield). Scale bar represents 100 µm. 



 

192 

 

Figure B.42. Images of B. cereus after 24 h incubation at 35 °C in Müller-Hinton broth 
containing 4% DMSO and 6.25 µM 3.4 (starting point 5 x 105 CFU/mL). Image obtained 
after 1:10 dilution in in Müller-Hinton broth using a BioTek Cytation 5 Cell Imaging Multi-
Mode Reader (60x objective, Brightfield). Scale bar represents 100 µm. 

Figure B.43. Images of B. cereus after 24 h incubation at 35 °C in Müller-Hinton broth 
containing 4% DMSO and 100 µM 18-crown-6 (starting point 5 x 105 CFU/mL). Image 
obtained after 1:10 dilution in in Müller-Hinton broth using a BioTek Cytation 5 Cell 
Imaging Multi-Mode Reader (60x objective, Brightfield). Scale bar represents 100 µm. 
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Figure B.44. Images of B. cereus after 24 h incubation at 35 °C in Müller-Hinton broth 
containing 4% DMSO and 64 µM duramycin (=MIC) (starting point 5 x 105 CFU/mL). (a) 
Image obtained after 1:10 dilution in in Müller-Hinton broth using a BioTek Cytation 5 Cell 
Imaging Multi-Mode Reader (40x objective, Brightfield). Scale bar represents 100 µm. (b) 
Image obtained after Gram staining using an Amscope Quintuple Plan Infinity Kohler 
Laboratory Trinocular Compound Microscope (100x oil objective, Brightfield). Scale bar 
represents 30 µm. (c) Image obtained after Gram staining using a BioTek Cytation 5 Cell 
Imaging Multi-Mode Reader (40x objective, Brightfield). Scale bar represents 100 µm. (d) 
Image obtained after Gram staining using a BioTek Cytation 5 Cell Imaging Multi-Mode 
Reader (60x objective, Brightfield). Scale bar represents 100 µm. 
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B.9 Membrane depolarization assay 

 
Figure B.45. Kinetic trace of the membrane depolarization of B. cereus by 1xMIC of 

clindamycin (negative control), gramicidin (positive control) and 3.1, using Disc3(5) as the 
voltage-dependent fluorophore. 
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Figure B.46. Kinetic trace of the membrane depolarization of B. cereus by 1.6xMIC of 
clindamycin (negative control), gramicidin (positive control) and 3.1, using Disc3(5) as the 

voltage-dependent fluorophore. 

 
 

 
Figure B.47. Kinetic trace of the membrane depolarization of B. cereus by 10xMIC of 

clindamycin (negative control), gramicidin (positive control) and 3.1, using Disc3(5) as the 
voltage-dependent fluorophore. 
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Figure B.48. Images of membrane depolarization of B. cereus by 1xMIC of clindamycin 
(negative control), gramicidin (positive control) and 3.1, using Disc3(5) as the voltage-

dependent fluorophore. The B. cereus cells were incubated for 15 minutes with 4% 
DMSO (blank), 1 µg/mL clindamycin, 1.25 µM gramicidin, or 25 µM 3.1. Absence of 

fluorescence indicates that the cells are depolarized. Scale bars represent 10 µm. 

 

3.
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Figure B.49. Images of membrane depolarization of B. cereus by 1xMIC of clindamycin 
(negative control), gramicidin (positive control) and 3.1, using Disc3(5) as the voltage-
dependent fluorophore. The B. cereus cells were incubated for 1 hour with 4% DMSO 

(blank), 1 µg/mL clindamycin, 1.25 µM gramicidin, or 25 µM 3.1. Absence of 
fluorescence indicates that the cells are depolarized. Scale bars represent 10 µm. 

3.
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Figure B.50. Images of membrane depolarization of B. cereus by 1.6xMIC of clindamycin 
(negative control), gramicidin (positive control) and 3.1, using Disc3(5) as the voltage-

dependent fluorophore. The B. cereus cells were incubated for 15 minutes with 4% 
DMSO (blank), 1.6 µg/mL clindamycin, 2 µM gramicidin, or 40 µM 3.1. Absence of 
fluorescence indicates that the cells are depolarized. Scale bars represent 10 µm. 

3.
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Figure B.51. Images of membrane depolarization of B. cereus by 1.6xMIC of clindamycin 
(negative control), gramicidin (positive control) and 3.1, using Disc3(5) as the voltage-
dependent fluorophore. The B. cereus cells were incubated for 1 hour with 4% DMSO 

(blank), 1.6 µg/mL clindamycin, 2 µM gramicidin, or 40 µM 3.1. Absence of fluorescence 
indicates that the cells are depolarized. Scale bars represent 10 µm. 

3.
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Figure B.52. Images of membrane depolarization of B. cereus by 10xMIC of clindamycin 
(negative control), gramicidin (positive control) and 3.1, using Disc3(5) as the voltage-

dependent fluorophore. The B. cereus cells were incubated for 15 minutes with 4% 
DMSO (blank), 10 µg/mL clindamycin, 12.5 µM gramicidin, or 250 µM 3.1. Absence of 

fluorescence indicates that the cells are depolarized. Scale bars represent 10 µm. 

3.
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Figure B.53. Images of membrane depolarization of B. cereus by 10xMIC of clindamycin 
(negative control), gramicidin (positive control) and 3.1, using Disc3(5) as the voltage-
dependent fluorophore. The B. cereus cells were incubated for 1 hour with 4% DMSO 

(blank), 10 µg/mL clindamycin, 12.5 µM gramicidin, or 250 µM 3.1. Absence of 
fluorescence indicates that the cells are depolarized. Scale bars represent 10 µm. 

3.
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APPENDIX C  

SUPPLEMENTARY INFORMATION FOR CHAPTER 4 

 

C.1 Hemolysis data 

Table C.1: Hemolytic activity for compound 3.4 represented by the concentration of host 
needed to causse 50% hemolysis in red blood cells (HC50) 

 Biological repeat 1 Biological repeat 2   

Concentration (µM) repeat 1 repeat 2 repeat 3 repeat 1 repeat 2 repeat 3 average STDEV 

400  22.6257 20.7103 32.56652 29.24058 31.18071 27.26476 5.287463 

350 24.06225 17.59777 20.47087 28.13193 24.25166 17.32262 21.97285 4.254758 

300 19.03432 15.92179 14.00638 26.46896 18.98559 13.16519 17.93037 4.845177 

250 13.52753 12.09098 13.04868 19.26275 10.39357 11.77938 13.35048 3.094362 

200 13.28811 10.89385 13.76696 19.81707 12.88803 12.3337 13.83129 3.094829 

150 10.89385 10.89385 10.415 16.21397 11.50222 12.3337 12.0421 2.147807 

100 12.56983 11.13328 11.37271 19.26275 13.44235 17.32262 14.18392 3.346953 

HC50 (µM) 468.654 568.0973 656.0027 560.9973 502.4643 437.2946 532.2517 79.21407 
 

C.2 Software metadata from cell imaging 

 
Camera Name: Nikon A1plus 

Numerical Aperture: 1.4 
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Refractive Index: 1.515 

Number of Picture Planes: 3 

Plane #1: 

 Name: DAPI 

 Component Count: 1 

 Modality: Widefield Fluorescence, Laser Scan Confocal 

 Camera Settings:                  

  {Scanner Selection}: Galvano 

  {Detector Selection}: DU4 

   

  {GaAsP}: CH2/3; 

  {Optical Path Mode}: Manual 

  {First Dichroic Mirror}: 405/488/561/640 

  {First Filter Cube}: 450/50 

  {Second Filter Cube}: 525/50 

  {Third Filter Cube}: 595/50 

  CH1 {Laser Wavelength}: 405.0 {Laser Power}: 20.3 

   {PMT HV}: 85 {PMT Offset}: 0 

  CH2 {Laser Wavelength}: 488.0 {Laser Power}: 1.7 

   {PMT HV}: 22 {PMT Offset}: 0 

  CH4 {Laser Wavelength}: 638.0 {Laser Power}: 10.9 

   {PMT HV}: 69 {PMT Offset}: 0 

  {Pinhole Size(um)}: 38.31 

  {HV LinearCorrection}: Off 

  {Scan Direction}: One way 

  {Scanner Zoom}: 1.715 
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  {Scan Speed}: 1 

  {Channel Series Mode}: Custom 

  {Channel Series Pass}: [CH1][CH2][CH3][CH4] 

  {Line Skip}: None 

  {Frame Skip}: 0 

  {Line Average Mode}: None 

  {Line Average/Integrate Count}: 0 

  Stim1 {Type}: Nothing 

   {Scan Speed}: 1 

  Stim2 {Type}: Nothing 

   {Scan Speed}: 1 

  Stim3 {Type}: Nothing 

   {Scan Speed}: 1 

  {Head type}: Legacy (FOV18) 

Figure C.1: Metadata from the Nikon A1 microscope. General information is given in 
Materials and Methods. 

 
 

 

 

 

 

 

 

 

 

 



 

205 

 

C.3 Object selection in CellProfilerTM 

 

 
Figure C.2: CellProfiler interface and workflow list shown on the right. Each “primary 
object” refers to the images taken within the stain/channel selected. Object intensity 

was measured for each channel individually within the object’s bounds. 
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C.4 Example images of object selection in CellProfilerTM 

 
Figure C.3: Images stained with FM4-64 dye in the Cy5 channel. Images were cropped 

for visibility, a) cropped image, b) enhanced image, c) object outlines, d) object selection. 
Scale bar = 24 𝝁𝝁𝝁𝝁. 

 



 

207 

 

 
Figure C.4: Images stained with DAPI in the DAPI channel. Images were cropped for 

visibility, a) cropped image, b) enhanced image, c) object outlines, d) object selection. 
Scale bar = 24 𝝁𝝁𝝁𝝁. 
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Figure C.5: Images from the FITC channel stained with Sytox Green dye to show nuclei 
with destabilized membranes. Images were cropped for visibility, a) cropped image, b) 

enhanced image, c) object outlines, d) object selection. Scale bar = 24 𝝁𝝁𝝁𝝁. 
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C.5 Variable plots and Euclidean distance tables from XLSTAT 

 

 
Figure C.6: Factor score plot generated by XLSTAT showing F1 and F2. 
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Figure C.7: Factor scores generated by XLSTAT showing F1 and F3. 

 
  

Membrane Area

Membrane 
Compactness

Membrane 
Eccentricity

Membrane Extent

Membrane Form 
Factor

Membrane LengthMembrane Max Feret 
Diameter

Membrane Min Feret 
Diameter

Membrane Width

Membrane Perimeter

DAPI Area

DAPI Compactness

DAPI Convex Area

DAPI Eccentricity

DAPI Extent

DAPI FormFactor

DAPI Length

DAPI  Max Feret Diameter

DAPI Min Feret 
Diameter

DAPI Width

DAPI Perimeter

DAPI Intensity

Sytox Intensity

-1

-0.75

-0.5

-0.25

0

0.25

0.5

0.75

1

-1 -0.75 -0.5 -0.25 0 0.25 0.5 0.75 1

F3
 (1

8.
48

 %
)

F1 (34.23 %)

Variables (axes F1 and F3: 52.71 %)



 

211 

 

Table C.2: Proximity matrix for Euclidean distances based on Ward’s method. Lower 
values represent closer correlations in the dendrogram. 

  CW Ctrl FS MEM PS RNA UNK 

CW 0 3.106 1.738 3.174 3.403 1.555 2.680 
Ctrl 3.106 0 2.273 3.159 3.708 1.754 3.426 
FS 1.738 2.273 0 1.881 2.486 0.789 1.578 
MEM 3.174 3.159 1.881 0 3.827 2.207 0.847 
PS 3.403 3.708 2.486 3.827 0 3.026 3.437 
RNA 1.555 1.754 0.789 2.207 3.026 0 2.081 
UNK 2.680 3.426 1.578 0.847 3.437 2.081 0 

 

 

C.6 Boxplots for cell object measurements 

 

 
Figure C.8: �oǆ plots for membrane area measurements (n ш ϭ50). hnfilled sƋuares refer 
to the mean value for each treatment, boxes mark the 25th to 75th percentiles range, the 

whisker length includes the spread of the data and diamonds represent outliers. 



 

212 

 

 
Figure C.9: Box plots for membrane compactness measurements (n ш ϭ50). Unfilled 

sƋuares refer to the mean value for each treatment, boxes mark the 25th to 75th 
percentiles range, the whisker length includes the spread of the data and diamonds 

represent outliers. 
 

 
Figure C.10: Box plots for membrane eccentricitǇ measurements (n ш ϭ50). hnfilled 

sƋuares refer to the mean value for each treatment͕ boǆes marŬ the 25th to 75th 
percentiles range, the whisker length includes the spread of the data and diamonds 

represent outliers. 
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Figure C.11: �oǆ plots for membrane eǆtent measurements (n ш ϭ50). hnfilled sƋuares 

refer to the mean value for each treatment, boxes mark the 25th to 75th percentiles 
range, the whisker length includes the spread of the data and diamonds represent 

outliers. 
 

 
Figure C.12: �oǆ plots for membrane form factor measurements (n ш ϭ50). hnfilled sƋuares 

refer to the mean value for each treatment, boxes mark the 25th to 75th percentiles range, the 
whisker length includes the spread of the data and diamonds represent outliers. 
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Figure C.13͗ �oǆ plots for membrane length measurements (n ш ϭ50). hnfilled sƋuares 

refer to the mean value for each treatment, boxes mark the 25th to 75th percentiles 
range, the whisker length includes the spread of the data and diamonds represent 

outliers. 
 

 
Figure C.14: �oǆ plots for maǆ fret diameter measurements (n ш ϭ50). hnfilled sƋuares 

refer to the mean value for each treatment, boxes mark the 25th to 75th percentiles 
range, the whisker length includes the spread of the data and diamonds represent 

outliers. 
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Figure C.15: �oǆ plots for min fret diameter measurements (n ш ϭ50). hnfilled sƋuares 

refer to the mean value for each treatment, boxes mark the 25th to 75th percentiles 
range, the whisker length includes the spread of the data and diamonds represent 

outliers. 
 

 
Figure C.16: �oǆ plots for membrane width measurements (n ш ϭ50). hnfilled sƋuares 

refer to the mean value for each treatment, boxes mark the 25th to 75th percentiles 
range, the whisker length includes the spread of the data and diamonds represent 

outliers. 
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Figure C.17͗ �oǆ plots for membrane perimeter measurements (n ш ϭ50). hnfilled 
sƋuares refer to the mean value for each treatment͕ boǆes marŬ the 25th to 75th 

percentiles range, the whisker length includes the spread of the data and diamonds 
represent outliers. 

 

 
Figure C.18͗ �oǆ plots for D�P/ area measurements (n ш ϭ50). hnfilled sƋuares refer to 
the mean value for each treatment, boxes mark the 25th to 75th percentiles range, the 

whisker length includes the spread of the data and diamonds represent outliers. 
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Figure C.19: Box plots for DAPI compactness measurements (n ш ϭ50). hnfilled sƋuares 

refer to the mean value for each treatment, boxes mark the 25th to 75th percentiles 
range, the whisker length includes the spread of the data and diamonds represent 

outliers. 
 

 
Figure C.20: �oǆ plots for D�P/ conveǆ area measurements (n ш ϭ50). hnfilled sƋuares 

refer to the mean value for each treatment, boxes mark the 25th to 75th percentiles 
range, the whisker length includes the spread of the data and diamonds represent 

outliers. 
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Figure C.21: �oǆ plots for D�P/ eccentricitǇ measurements (n ш ϭ50). hnfilled sƋuares 

refer to the mean value for each treatment, boxes mark the 25th to 75th percentiles 
range, the whisker length includes the spread of the data and diamonds represent 

outliers. 
 

Figure C.22: �oǆ plots for D�P/ eǆtent measurements (n ш ϭ50). hnfilled sƋuares refer to 
the mean value for each treatment, boxes mark the 25th to 75th percentiles range, the 

whisker length includes the spread of the data and diamonds represent outliers. 
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Figure C.23: Box plots for DAPI form factor measurements (n ш ϭ50). hnfilled sƋuares 
refer to the mean value for each treatment, boxes mark the 25th to 75th percentiles 
range, the whisker length includes the spread of the data and diamonds represent 

outliers. 
 

 
Figure C.24: �oǆ plots for D�P/ length measurements (n ш ϭ50). hnfilled sƋuares refer to 

the mean value for each treatment, boxes mark the 25th to 75th percentiles range, the 
whisker length includes the spread of the data and diamonds represent outliers. 
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Figure C.25͗ �oǆ plots for D�P/ maǆ fret diameter measurements (n ш ϭ50). hnfilled 

sƋuares refer to the mean value for each treatment͕ boǆes marŬ the 25th to 75th 
percentiles range, the whisker length includes the spread of the data and diamonds 

represent outliers. 
 

 
Figure C.26: �oǆ plots for D�P/ min fret diameter measurements (n ш ϭ50). hnfilled 

sƋuares refer to the mean value for each treatment, boxes mark the 25th to 75th 
percentiles range, the whisker length includes the spread of the data and diamonds 

represent outliers. 
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Figure C.27: �oǆ plots for D�P/ width measurements (n ш ϭ50). hnfilled sƋuares refer to 
the mean value for each treatment, boxes mark the 25th to 75th percentiles range, the 

whisker length includes the spread of the data and diamonds represent outliers. 
 

 
Figure C.28: �oǆ plots for D�P/ perimeter measurements (n ш ϭ50). hnfilled sƋuares refer 
to the mean value for each treatment, boxes mark the 25th to 75th percentiles range, the 

whisker length includes the spread of the data and diamonds represent outliers. 
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Figure C.29: �oǆ plots for D�P/ intensitǇ measurements (n ш ϭ50). hnfilled sƋuares refer 
to the mean value for each treatment, boxes mark the 25th to 75th percentiles range, the 

whisker length includes the spread of the data and diamonds represent outliers. 
 

 
Figure C.30: �oǆ plots for ^Ǉtoǆ 'reen intensitǇ measurements (n ш ϭ50). hnfilled 
sƋuares refer to the mean value for each treatment͕ boǆes marŬ the 25th to 75th 

percentiles range, the whisker length includes the spread of the data and diamonds 
represent outliers.
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GLOSSARY 

 
O wavelength (nm) 

18:1-6:0 
NBD-PE 

1-oleoyl-2-(6-((7-nitro-2-1,3-benzoxadiazol-4-yl)amino)hexanoyl)-sn-
glycero-3-phosphoeth-anolamine 

13C NMR carbon-13 nuclear magnetic resonance  

14:0 CDL (1',3'-bis[1,2-dimyristoyl-sn-glycero-3-phospho]-glycerol) 

18:1-6:0 
NBD-PC 

1-oleoyl-2-(6-((7-nitro-2-1,3-benzoxadiazol-4-yl)amino)hexanoyl)-sn-
glycero-3-phosphocholine 

1H NMR proton nuclear magnetic resonance 

Abs absorbance 

ADP adenosine diphosphate 

AHC agglomerative hierarchical clustering 

AMP antimicrobial peptide 

AMP adenosine monophosphate 

ATP adenosine triphosphate 

BODIPY-
CDL 

1,1',2,2'-tetraoleoyl cardiolipin[4-(dipyrrometheneboron 
difluoride)butanoyl] cardiolipin 

cal calories 

CDL cardiolipin 

CFU colony forming units 

CH3CN acetonitrile 
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CM Cytoplasmic membrane 

Ctrl-DMSO DMSO control 

Ctrl-MH2 Müller Hinter broth, or untreated control 

CW cell wall 

CW-Phos phosphomycin treated bacteria 

CW-Vanc vancomycin treated bacteria 

Cy5 cyanine-5 

DAPI ϰ഻,6-diamidino-2-phenylindole 

DCM dichloromethane 

Disc3(5) 3,3'-dipropylthiadicarbocyanine iodide 

DMF dimethylformamide 

DMPC dimyristoylphosphatidylcholine 

DMPE dimyristoylphosphatidylethanolamine 

DNA deoxyribonucleic acid  

DOPC 1,2-dioleoyl-sn-glycero-3-phosphocholine 

DOPE 1,2-dioleoyl-sn-glycero-3-phosphoethanolamine 

em emission 

eq equivalents 

ex excitation 

exo present in the external leaflet 

F fluorescence intensity at time = t 

F0 initial fluorescence intensity (t = 0) 

F1 discriminant factor score accounting for the highest variation in the data 
set (other factors include F2-F4) 
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Ffinal fluorescence intensity after adding Triton X-100 

FITC fluorescein isothiocyanate 

FS folate synthesis 

FS- Bact Bactrim treated bacteria 

G Gibbs's free energy 

h hours 

H Enthalpy 

HBA hydrogen bond acceptor 

HBD hydrogen bond donor 

HC50 concentration of a drug causing 50% hemolysis  

HDP human defense proteins  

ITC isothermal calorimetry 

J joules  

K kelvins 

Ka association constant 

kDa kilodalton 

Ksv Stern-Volmer constant 

L liter 

ln the natural log 

LDA linear discriminant analysis 

LPS Lipopolysaccharide 

Lys-PG lysyl-phosphatidylglycerol 

Lyso-PC lysophosphatidylcholine 

Lyso-PE lysophosphatidylethanolamine  
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M molarity (mol/L) 

MDR multi-drug resistant 

MEM membrane 

MEM-Calc calcimycin treated bacteria 

MeOH methanol 

MHz megahertz 

MIC minimum inhibitory concentration 

mL milliliter 

mM millimolar 

MOA mechanism of action 

MOE  molecular operating environment 

mol mole 

MRSA methicillin resistant Staphylococcus aureus  

n population size or number of experiments 

NAO nonyl acridine orange 

NBD 7-nitrobenz-2-oxa-1,3-diazol-4-yl  

n.d. not determined 

nm nanometers  

OD600 optical density at 600 nm 

PC phosphatidylcholine  

PCA principal component analysis 

PE phosphatidylethanolamine 

Ph phenyl 

PI phosphatidylinositol 
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PI(4,5)P2 phosphatidylinositol (4,5)-bisphosphate  

PM plasma membrane 

POPC 1-palmitoyl-2-oleoyl-glycero-3-phosphocholine 

POPE 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphoethanolamine 

ppm parts per million 

PS phosphatidylserine  

PS-Gent gentamicin treated bacteria 

R The ideal gas constant, R = 8.314 J/K*mol 

RNA ribonucleic acid 

RNA-Rif rifampicin treated bacteria 

S Entropy 

s seconds 

δ chemical shift  

SG Sytox Green 

SM Sphingomyelin 

T Temperature 

t time 

TBA tetra-butyl ammonium  

TREN tris(2-aminoethyl)amine 

UNK unknown 

µL microliter 

µm micrometer 

µM micromolar 
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