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Abstract 

The thalamocortical network generates rhythmic oscillations of various 

frequencies that underlie different brain states. Importantly, the transition from a faster 

frequency of firing, spindle, to slower oscillations, spike and wave discharges, is 

indicative of the pathological epileptic seizure development. Previous investigations have 

shown that the complex interactions between neurons in the thalamocortical network 

based on intrinsic and synaptic properties give rise to the observed frequency changes. 

However, the exact mechanism of how perturbations in this circuit disrupt the oscillations 

is not known. In this project, we used a well-established thalamocortical network 

computational model to perform receptor conductance changes to see how the oscillatory 

activity in the thalamocortical network changes. Computational methods can be used to 

provide some mathematical explanations regarding the mechanism of oscillations. 

Therefore, we generated several phase resetting curves by perturbing neurons during its 

oscillating period. Our results showed that the frequency reduction under the pathological 

state in the thalamocortical network might be caused by hyper-synchronization of 

neuronal activities in this circuit mediated by glutamatergic AMPA receptors. Notably, 

thalamic reticular neurons are capable of firing at a faster or slower frequency depending 

on the timing of the input that they receive from other neurons. Overall, our results 

provided evidence to support the hypothesis that thalamic reticular neurons might be the 

ultimate pacemakers in the thalamocortical network.  
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Introduction 

 Rhythmic oscillations of brain activity measured by electroencephalograms 

(EEGs) are thought to underlie various brain states, and the thalamocortical network 

generates oscillations of various frequencies that can occur both during sleep and wake 

cycles (Thierry Bal & McCormick, 1996; Steriade et al., 1993). Sleep is distinguished by 

several oscillations, including slow waves and spindles (Steriade et al., 1993; Steriade & 

Amzica, 1998). Sleep spindles are characterized by waxing and waning oscillations with 

a frequency between 10 and 16 Hz and duration between 0.5 and 2 s (Jankel & 

Niedermeyer, 1985) and are a hallmark of non-rapid eye movement (NREM) sleep stage 

N2. Interestingly, clinical observations demonstrate an interaction between sleep and 

seizures (Byars et al., 2008; Kotagal & Yardi, 2008). Spike-and-wave discharges 

(SWDs), an EEG signature of absence seizures, occur during NREM sleep and can 

generate from sleep spindles. A similar transition from sleep spindles to SWDs has been 

demonstrated in an animal model of intramuscular injection of penicillin the cat 

(Massimo Avoli & Gloor, 1981; M. Avoli et al., 1983), leading to the hypothesis that 

hypersynchrony in the spindle oscillations can result in SWDs that is a hallmark of 

absence seizures as well as other forms of epilepsy.  

The transition from spindles to SWDs shown on EEG is indicative of epileptic 

seizure development, and previous studies have demonstrated that both the cortex and the 

thalamus are involved in this process (M. Avoli et al., 1983; Vergnes et al., 1987; 

Buzsáki et al., 1990; Avanzini et al., 2000; Slaght et al., 2002). The thalamocortical 

network consists of neocortical, thalamocortical neurons (TCNs), and the GABAergic 

thalamic reticular neurons (RENs) (Steriade et al., 1993; Thierry Bal & McCormick, 
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1996). TCNs are glutamatergic neurons and the key communicating component that 

connects the thalamus to cortex; specifically, they are connected to RENs, pyramidal 

neurons (PYNs) in the cortex, as well as cortical interneurons (IN) through AMPA- and 

GABAergic synapses (see Figure 1). TCNs also receive inhibitory input via GABAergic 

synapses from the reticular nucleus, and the glutamatergic PYNs of the cortex are 

reciprocally connected to the TCNs. This thalamocortical feedback loop largely 

contributes to the synchronization of cortical oscillations (Timofeev et al., 2012). 

Previous investigations of the thalamocortical network suggested cortical neurons 

can trigger transitions between spindle and SWDs (Bazhenov et al., 2002; Polack et al., 

2007). Other studies have illustrated that the reticular nucleus and TCNs are sufficient to 

produce spindles, and they also play an important role in SWDs development (Inoue et 

al., 1993; Pinault et al., 2001; Slaght et al., 2002). Notably, the firing activities of TCNs 

have been found to be closely time-correlated to SW seizures in related neocortical areas, 

and the inhibition of TCNs was mediated by GABAergic RENs (Steriade & Contreras, 

1995), leading to the hypothesis that RENs are the ultimate pacemakers in the 

thalamocortical network. The exact mechanism for the oscillation frequency changes in 

the brain, however, remains poorly understood.  

Thalamic network dynamics  

In general, oscillatory activities in the brain are generated by intrinsic neuronal 

membrane properties and synaptic interactions of complex systems (Steriade, 2001). 

Recent studies on the thalamic network have demonstrated that TCNs are themselves 

neuronal oscillators that contribute to oscillations that propagate globally to affect brain 

states (reviewed in Fogerson & Huguenard, 2016). Recent studies have also shown that 
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the characteristic activities of the TCNs can initiate seizure generation. TCNs display 

either phasic or tonic firing activities depending on the brain states (Llinás & Jahnsen, 

1982; Jahnsen & Llinás, 1984; Deschenes et al., 1984; Steriade et al., 1993). 

Interestingly, the synchronous phasic firing of TCNs initiates absence seizures, whereas 

the tonic firing of TCNs can terminate seizures (Sorokin et al., 2017).  

RENs control spindles 

Computer simulations and experimental studies on properties of RENs have 

shown support for their involvement in modulation of oscillation rhythms (Mulle et al., 

1986; Huguenard & McCormick, 1992; Huguenard & Prince, 1994; Lytton et al., 1997; 

Slaght et al., 2002; Fan et al., 2017; McCafferty et al., 2018). Spindle oscillations as well 

as rhythmic IPSPs in TCNs were no longer observed without innervations of RENs, 

supporting the theory that RENs are spindle-oscillation pacemakers (Steriade et al., 

1985). Indeed, deep-brain-stimulation studies have shown that high-frequency 

stimulation to the RE nucleus effectively interrupted abnormal synchronization in the 

thalamocortical circuit and had anti-epileptogenic effects, suggesting hyper-

synchronization within the TCN circuit can be disrupted to prevent seizure generation 

(Pantoja-Jiménez et al., 2014; Wang & Wang, 2017; Magdaleno‐Madrigal et al., 2019). 

Therefore, elucidating intra-thalamic membrane and synaptic mechanisms is important to 

understand the transitions of rhythmic oscillations underlying pathological brain states. 

As illustrated in Figure 1, TCNs and RENs are reciprocally connected via AMPA- 

and GABAergic synapses. The participation of AMPA receptor-mediated currents at 

glutamatergic synapses in seizures have previously been studied. In the DBA/2 mouse 

model of audiogenic seizures and the WAG/Rij rat model of genetic absence seizures, 
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intraperitoneal injection of AMPA receptor antagonists had a significant anticonvulsant 

effect with relatively low toxicity (Peeters et al., 1994; Grasso et al., 1999; Jakus et al., 

2004; Citraro et al., 2006, 2017; Zavvari et al., 2020). In adult GAERS rats, which is 

another well-recognized model of absence seizures, elevated expression of AMPA 

receptor proteins in the somatosensory cortex have been observed when compared with 

juvenile GAERS rats, which potentially contributes to the hyper-excitability of cortical 

neurons (Kennard et al., 2011). This is consistent with increased glutamatergic AMPA 

receptor expression in the peri-oral somatosensory cortex found in WAG/Rij rats 

compared to non-epileptic strains, and that AMPA receptor containing neurons in the 

reticular thalamic nucleus of WAG/Rij rats contribute to the synchronization of cortical 

and thalamic neurons (van de Bovenkamp-Janssen et al., 2006). Additionally, Gria4 gene 

encodes one of the four AMPA receptor subunits, and Gria4 knockout mice show 

frequent SWDs, indicating that altered AMPA receptor subunit expression in mice might 

be involved in pathological synchronization oscillations (Beyer et al., 2008). Together, 

this information leads to the hypothesis that glutamatergic AMPA receptors might 

contribute to pathological thalamocortical network synchronization.  

GABA receptors involved in oscillations: experimental evidence. 

In addition to excitatory AMPA receptors, inhibitory inputs in the network 

mediated by GABAA and GABAB receptors were also extensively studied and appear to 

have different effects on the oscillatory activities. Mechanistically speaking, presynaptic 

inhibition mediated by activation of GABAB receptors reduces both GABA and 

glutamate release in many areas of the brain, and the activation of postsynaptic GABAB 

receptors located in the dendritic spines induces slow hyperpolarization in the 
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postsynaptic neuron (reviewed in Sanchez-Vives et al., 2021). Application of GABAA 

receptor antagonists in the thalamic relay nuclei transformed spindle oscillations into 

SWDs, although the transition was not observed in presence of both GABAA and GABAB 

receptor antagonists (Bal et al., 1995; Staak & Pape, 2001), suggesting that GABAB 

receptors may play a critical role in the transformation. Indeed, intraperitoneal injection 

of GABAB receptor antagonists, on the other hand, reduced the number and duration of 

SWDs (Puigcerver et al., 1996). These results suggest that both GABAA and GABAB 

receptors participate in mediating network frequencies, and GABAB receptor activation 

contributes significantly to hyper-synchronization.  

Computational models 

Computational models based on experimental data can provide theories on the 

dynamics of neural networks that drives future experimental inquiries. To model the role 

of various components of the TC circuit, computational models have also been 

developed. One study that used a single-compartment TC neuron model based on realistic 

channel conductance values showed that the interactions of different channel conductance 

controls both the resting membrane potential and the intrinsic oscillatory behavior of TC 

neurons (Amarillo et al., 2014). Another computational model consists of thalamic and 

cortical neurons based on biophysical data was developed and refined to investigate the 

complex interactions between synaptic mechanisms and the intrinsic neuronal firing 

properties (Destexhe et al., 1994; Destexhe, 1998; Destexhe et al., 1998). According to 

this model, increased cortical excitability could result in GABAB-mediated inhibition in 

the thalamic circuit and force it into slower oscillations, which in turn caused SWDs in 

the cortex via the thalamocortical feedback loop. Further investigations on the oscillation 
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frequency transition mechanism based on this model revealed that spindle oscillations 

could be converted into SWDs by decreasing cortical GABAA conductance or increasing 

T-type calcium channel conductance; interestingly, activities of TCNs and RENs under 

spindle oscillations seem to be synchronized when they fire SWDs (Figure 2) as shown 

on raster plots based on data generated from the model (Knox et al., 2018). The 

phenomenon that TCNs fire in two clusters during spindle but fire in synchrony during 

SWDs is worth exploring via mathematical analysis. 

Phase-response curve (PRC) theory 

 PRC theory is a powerful tool that can be used to predict whether a network of 

neurons will fire in synchrony. A regularly spiking neuron can be viewed as an oscillator, 

and a PRC of this neural oscillator can reflect how this neuron’s spike time changes in 

response to small perturbations (Stiefel & Ermentrout, 2016). There are two types of 

PRCs; a neural model with Type I PRC will always advance its phase (causing the 

neuron to fire sooner) in response to a small positive voltage perturbation, whereas a 

neural model with Type II PRC can either advance or delay its phase (i.e., causing the 

neuron to fire sooner or later) depending on when in the phase that the small perturbation 

is applied (Hansel et al., 1995; B. Ermentrout, 1996; Brown et al., 2004). The biological 

definition of a PRC is that it describes the response of a neural oscillator to the input that 

it will receive in the network (C. C. Canavier & Achuthan, 2010). PRCs can provide 

accurate predictions on whether a system of more than one spiking neuron will fire in 

synchrony (Achuthan & Canavier, 2009; C. C. Canavier et al., 2009).  

Based on the predictive property, PRC analysis has been applied in experimental 

neuroscience and has shown consistent and promising results with the computational 
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models. For example, carbachol-induced oscillations in hippocampal CA3 neurons in rats 

displays biphasic PRCs, a property that is consistent with in vitro observations that 

extracellular stimulus arriving before the trough of the local field potential advances the 

phase but delays during the rest of the cycle (Akam et al., 2012). Importantly, changes in 

ionic currents have been shown to produce a qualitative change in the shape of PRCs and 

the synchronization properties (B. Ermentrout et al., 2001; Hansel et al., 1995; Oprisan et 

al., 2004). Furthermore, changes in conductance of synaptic receptors located on a neuron 

can not only alter the shape of PRC, but also influence the neural coding capabilities (G. 

B. Ermentrout et al., 2007; Ratté et al., 2013). Cholinergic action in layer 2/3 PYNs in 

cortical slices caused a qualitative switch in the PRC type, and this switch ultimately 

implied a change in the spike generation mechanism though changes in slow voltage-

dependent potassium currents such as the M-current (Stiefel et al., 2008). PRC theory 

bridges the theoretical and experimental work together, so utilizing PRC could help 

predict and determine mechanistic determinants of network synchronization properties. 

The hypothesis is that PRC theory can be applied to neurons, including physiologically 

bursting RENs, in the thalamocortical network to provide a theoretical explanation of 

frequency changes. 

The current project 

From the previous review, it is clear that (1) the thalamocortical network can 

transition between normal spindle and pathological SWDs oscillations; (2) the complex 

interactions between neurons in this network based on intrinsic and synaptic properties 

give rise to different oscillation modes; (3) conductance of AMPA and GABA receptors 

will affect the frequency of oscillations; (4) the thalamic circuit is crucial to 
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understanding the observed frequency changes; and (5) computational methods can be 

used to provide some mathematical explanations regarding the oscillation mechanism.  

The goal of this project is to examine specific network-level effects associated 

with conductance changes of receptors and to determine if perturbations in this circuit 

can be modeled using phase resetting analysis. The computational model of the 

thalamocortical circuitry used in Knox et al. (2018) is perfectly suited to achieve this 

goal. The current project is mainly divided into two parts. The first part of the current 

project seeks to explore oscillatory frequency changes associated with varying synaptic 

conductance in the thalamocortical network. The second part of the current project 

focuses specifically on the RE-TC feedback loop, and changes in the burst timing after 

receiving perturbations are analyzed using phase resetting curves. These aims are 

important, because the ability to predict firing frequencies based on the factors that allow 

neurons to fire in clusters of different sizes is important to understand mechanisms of 

diseases associated with neuronal firing hypersynchrony, namely epilepsy. 

Methods 

Receptor conductance and oscillations 

All simulations are run on a MacBook Pro using the NEURON simulator. The 

computational model of the thalamocortical network was originally developed by 

(Destexhe et al., 1998) and implemented by Knox et al. (2018), and this model will be 

referred to as the Knox model (available at 

http://senselab.med.yale.edu/ModelDB/showModel.cshtml?model=234233). Briefly, the 

Knox model consists of 100 of each of the following cell types: PYNs and IN (cortical) 

and TCNs and RENs (thalamic). Each type of neuron has a chain architecture, and there 
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are 100 neurons of each type in each layer, with excitatory and inhibitory synaptic 

connections between them. Each of the neurons has a single compartment with a resting 

potential determined by both intrinsic and postsynaptic currents. This model has cell type 

specific current dynamics based on experimental data and network specific excitatory and 

inhibitory connections between the cells.  

Detailed descriptions on sources of the experimental data for synaptic and 

intrinsic currents in each type of neuron were described previously (Destexhe et al., 

1998). Here, we focus on the conductance of specific receptors. A summary of previously 

determined ranges of various receptor conductance values that affected the oscillations in 

the network is listed in Table 1 (Destexhe, 1998). As illustrated in Figure 1, the excitatory 

connections (TC to RE, TC to IN, TC to PY, PY to PY, PY to IN, PY to RE, PY to TC) 

are mediated by AMPA synapses in the Knox model. The inhibitory connections (RE to 

TC, IN to PY) are mediated by a mixture of GABAA and GABAB receptors. The intra-RE 

connections are mediated by GABAA receptors. For each simulation, the stimulus was 

applied after the network has come to a steady state. This process takes about 10 seconds 

following the start of the last spontaneous oscillation.  

We first tested the effects of changing the conductance of AMPA receptors 

located on RENs that receive excitatory input from PYNs in the Knox model. After the 

network reaches a steady state for each simulation, we applied a depolarizing current of -

0.7 µA for 100 ms to a group of 5 PYNs to drive the network oscillations. As we 

mentioned earlier, neurons in the Knox model are organized in a chain architecture. Each 

type of neurons with indexes of 1 through 6 as well as 96 through 100 (end neurons) 

receive the same inputs from its neighboring neurons twice to preserve the chain 



10  
 
 
architecture. Figure 3A demonstrates a sample network connectivity of the second TCN 

and the second REN. It is clear from this illustration that they have doubling connections 

to its neighboring neurons, and this architecture might cause some undesirable end effects 

in the network. To this end, the network connectivity was altered from the original chain 

to a ring architecture to solve the issue with doubling connections. Specifically, instead of 

connecting these end neurons with its neighbors, we now have connected the ends to each 

other so that each neuron in this model receives only one input from each presynaptic 

neuron. Figure 3B illustrates the re-wired connections of the second TCN and the second 

REN that now displays network connectivity in a ring structure.  

In the next set of simulations, we simplified the Knox model with chain 

architecture into two groups: cortical neurons, and the thalamic neurons. We treat INs 

and PYNs as one oscillating unit. Another oscillating unit is made up of TCNs and RENs. 

These two clusters of neurons communicate to each other via glutamatergic AMPA 

synapses between PYNs and TCNs. A network illustration of this simplified model is 

shown in Figure 7A. The same stimulus parameter as the one used in the previous set of 

simulations in the Knox model was applied after reaching steady state. 

As mentioned in the introduction section, activities of TCNs and RENs are 

important in modulating rhythms of oscillation. To test the hypothesis that RENs are the 

ultimate pacemakers in the thalamocortical network, the synapses between the cortex and 

the thalamus were removed from the model to see if the TC-RE network would oscillate 

independently of the cortex. We then have further simplified the Knox model into a 

decorticated model: the model now only contains a RE-TC feedback loop made up of the 

TCNs and RENs as well as the connections between them. The schematic diagram is 
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shown in Figure 8A. The conductance strengths of GABAA, GABAB, and AMPA 

receptors within this simplified, decorticated model were subsequently altered to explore 

their effect upon thalamic dynamics. Since the cortex no longer innervates TCNs or 

RENs, a hyperpolarizing stimulus of -0.1 µA was applied for 100 ms on a group of 20 

TCNs after reaching steady state.  

PRC Analysis 

To provide a simple mechanistic explanation of how synchronization arises in the 

thalamocortical network and how it can be disrupted, the PRC theory was used under the 

assumption of pulsatile coupling. In other words, we assumed that the communication 

between neurons through action potentials in this network are instantaneous. In this 

study, a unit burst oscillator is represented by a single neuron that is a reduced model of 

physiologically bursting neurons. We further assumed that the inputs of neurons from 

outside of each cluster are responsible for burst initiation and termination due to receptor 

conductance changes. We then hypothesized that RENs are particularly important for 

maintaining synchronized activities in the RE-TC network which in turn affects cortical 

synchronizations.  

To apply PRC theory to the neural oscillators in the circuit, we first need to find 

an optimal parameter to get sustained and periodic firing of neurons in the 

thalamocortical circuit. We first tested whether changes in receptor conductance can 

produce such oscillations. Then, we applied the stimulus throughout the simulation to see 

if we can induce rhythmic oscillations. TCNs fire in clusters for spindle oscillations, 

whereas they fire in synchrony for SW oscillations. Consequently, the bursting activities 

of RENs display similar patterns. RENs split into clusters that display different burst 
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durations during spindle oscillations, but populations of RENs with varying burst 

durations start firing in synchrony during SW. The individual TCN and REN are treated 

as oscillators on their own, and all neurons that are within the same cluster are considered 

identical. Therefore, a regularly bursting REN was tested and analyzed since we assumed 

that RENs within the same cluster are all identical.  

We further reduced the decorticated model into a model of single REN and a 

model of a single REN reciprocally connected to a single TCN to induce rhythmic 

oscillations suitable for PRC analysis. For each PRC generated, the first spike of the 

presynaptic neuron was applied at different phases of the period of the postsynaptic RE 

neuron for which the PRC was being measured. The phase, denoted as φ, is quantified as 

the fraction of an intrinsic period [0,1] that has elapsed. The intrinsic period, denoted as 

P0, is defined as the time that has elapsed until right before the onset of the next burst 

since the most recent start of the burst. The perturbed period, denoted as P1, has the same 

definition as the intrinsic period P0. The amount of resetting, denoted as f(φ), is defined 

as the difference between a perturbed period and the intrinsic period normalized by the 

intrinsic period. The normalized change in the cycle period is obtained using the 

following equation: 

𝑓(𝜑) =
𝑃1 − 𝑃0
𝑃0

 

Therefore, a positive resetting means that the onset of the next burst is delayed, and a 

negative resetting means that the onset of the next burst is advanced. Starting from any 

initial phase φ(n) where a perturbation is received, the evolution of the phase on 

successive perturbation index, i, with a total number of perturbations applied, N, is 

obtained using the following equation: 
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𝜑(𝑛)  =
𝑃0
𝑁 × 𝑖

𝑃0
 

Once transients have died out, a square depolarizing current with an amplitude of 

0.06 µA was applied to this single REN and lasted throughout the simulation. The first 

set of small perturbations used to generate a PRC in this model are a train of depolarizing 

current pulses (100 total) with an amplitude of 0.1 µA and a duration of 1 ms. Since 

RENs are interconnected with inhibitory GABAA synapses from neighboring RENs, the 

effect of that one REN firing has on the other REN firing was then explored. In order to 

predict the network activity, perturbations that will be received in the circuit were used 

instead of a random current stimulus. This set of small perturbations used was driven by 

the conductance delay of GABAA receptor located on the REN.  

A similar approach was used in another model consists of single pair of TC-RE 

neurons were made to provide a more accurate estimation based on circuit-level effect. 

Just as the single REN model, a current clamp with an amplitude of 0.06 µA was applied 

to the REN in this model and lasted throughout the simulation. We first generated a PRC 

for TCN using the conductance of both GABAA and GABAB receptors located on the 

TCN. Then, we generated PRCs for the REN with perturbations based on AMPA 

receptor conductance delay, AMPA as well as intra-RE GABAA receptor conductance 

delay, and an intra-RE GABAA receptor conductance delay. 

Results 

Effects of AMPA receptor conductance changes in the complete Knox model  

To examine the specific network-level effects associated with synaptic conductance 

changes in the thalamocortical network, we first changed the conductance of AMPA 
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receptors located on RENs that receive excitatory input from PYNs. Table 2 shows a 

summary of the conductance values tested in this model under spindle conditions. We 

found that reducing the conductance of PY→RE AMPA receptors did not change the 

clustering or frequency in TCNs, but it prolonged the activity of some TCNs (Figure 4B). 

Increasing the conductance of PY→RE AMPA receptors, however, caused TCNs to form 

different clusters, and a higher degree of synchronization in TCNs can be observed 

(Figure 4C and 4D). These results showed that the excitability of RENs might be 

important to control the network activity. Even though these are transient results, TCNs 

seem to take longer to breakdown after increasing the conductance of PY→RE AMPA 

receptors.  

Changing the network architecture did not affect frequency or clustering 

 Neurons in the Knox model are connected through a chain architecture. As we 

mentioned previously in the methods section, the end neurons of each type must receive 

doubling input from its neighbors to preserve the chain architecture. The issue with the 

current network architecture is that the activities of these end neurons might be different 

than neurons located more towards the center. To get rid of the end effects, we changed 

the network connectivity such that each neuron receives only one input from other 

neurons (Figure 3B). Figure 5 shows the raster plots for TCNs and RENs in the Knox 

model with a chain architecture under optimal spindle and SW oscillation parameters. To 

confirm that this connectivity change did not produce any confounding effects, we used 

the same stimulus parameter as the one used for producing Figure 5. Comparing Figure 

5A with Figure 6A, the oscillation frequency and clustering in the ring architecture does 
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not differ significantly from those in the chain architecture during spindle oscillations; the 

same effect is observed during SWDs when comparing Figure 5B with Figure 6B.  

Effects of receptor conductance changes in the simplified model 

 To answer the question on how exactly the frequency transition happens within 

the thalamocortical circuit, we simplified the Knox model with a chain architecture by 

treating cortical neurons, INs and PYNs, as one oscillating unit and thalamic neurons, 

TCNs and RENs, as the other oscillating unit. Since TCNs and PYNs both receive from 

and send excitatory input to each other, we preserved the glutamatergic AMPA synapses 

between them so that these two clusters can communicate with each other. The network 

schematic diagram is shown in Figure 7A. In this set of simulations, we specifically 

focused on testing the effects of changing conductance of AMPA receptors located on 

both TCNs and PYNs as well as the conductance of GABAA receptors located on PYNs. 

Table 3 shows a summary of parameters tested in this reduced network, although the 

results for changes of conductance of AMPA receptors located on TCNs (PYNs are the 

presynaptic neurons) were omitted as no significant difference on the network frequency 

was observed.  

 Figure 7B is the control figure that used the optimal conductance values under 

SWD conditions. Despite having the characteristic “C” shape of firing bands, the 

frequency of firing is about the same comparing with Figure 2B. This shows that this 

reduced model is still an appropriate simplification. As expected, reducing the 

conductance of IN→PY GABAB receptors (Figure 7C) or increasing the TC→PY AMPA 

receptor conductance (Figure 7D) prolonged the firing activities and made a greater 

number of neurons become more excitable, but a change in firing frequency or clustering 
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in TCNs was not observed. Increasing the TC→PY AMPA receptor conductance with a 

reduced conductance of GABAA synapses between IN and PYNs yields the same effect 

(Figure 7E and 7F). Changing conductance receptors in a circuit where RENs were not 

innervated by the cortex did not change the frequency or clustering in each type of 

neurons. 

Effects of receptor conductance changes in the decorticated RE-TC thalamic network 

 Previous literature demonstrated the importance of TCNs and RENs in 

modulating oscillation rhythms. Since we hypothesized that RENs are the ultimate 

pacemakers in the thalamocortical network, we further reduced the model by fully 

removing the connections between the cortex and the thalamic neurons to obtain a 

simplified model composing of only 100 of RENs and TCNs. Figure 8B shows the 

activities of PYNs, RENs, and TCNs under optimal receptor conductance. Since we did 

not include PYNs in this reduced model, we are expected to see no activities in the panel 

for PYNs since they should all be at rest. Comparing Figure 8B with Figure 2B, the 

activities of the neurons in this decorticated RE-TC thalamic network are similar to the 

ones in the full model. Therefore, this reduction in the model should be appropriate for 

determining how activities of RENs are affected by the conductance changes.  

 Table 4 shows a summary of parameters tested in the decorticated RE-TC 

thalamic network. We first observed that changing conductance of GABA receptors 

within the thalamus without cortical input does not contribute to sustained clustering in 

TCNs. Decreasing intra-RE GABAA receptor conductance helped with sustaining the 

activities of a small fraction of TCNs (Figure 8C), but no significant changes on the 

frequency or clustering in either populations were observed. Consistent with the 
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inhibitory effect of GABAA, increasing the conductance for GABAA receptors attenuated 

the firing activities of RENs (Figure 8D).  

 Reducing both intra-RE GABAA and RE→TC GABAA receptors conductance 

contributes to a more synchronized firing pattern for RENs, but activities of TCNs and 

RENs both attenuated after about 2.5 seconds (Figure 8E). We were able to induce 

spindle oscillations in the decorticated model as shown in Figure 8E. Additionally, two 

clusters of different sizes alternatively fired in TCNs briefly, with the smaller cluster 

(groups of 1 single TCN) stopped firing before the bigger cluster (groups of about 3 

TCNs) was shown on the raster plot (Figure 8F). Compared with Figure 8D, increasing 

RE→TC GABAA receptor conductance in addition to increasing the conductance of 

intra-RE GABAA receptors surprisingly prolonged the firing activities of RENs (Figure 

8G).  

 Changes in RE→TC GABAB receptor conductance had opposite effects as 

changing the RE→TC GABAA receptor conductance. Decreasing the conductance of 

GABAB receptors located on TCNs stops both TCNs and RENs from firing earlier 

(Figure 9A) compared with the control (Figure 8B). However, increasing RE→TC 

GABAB receptor conductance excites RENs and prolonged firing in both populations of 

neurons (Figure 9B). Further increasing the conductance of RE→TC GABAB receptors in 

this model appears to contribute to stronger synchronization of firing activities in both 

RENs and TCNs. 

 AMPA receptors located on RENs in this model might contribute to clustering in 

TCNs. As expected, reducing the conductance of AMPA receptors made neurons less 

excitable (Figure 10A). As we increase TC→RE AMPA receptor conductance, the 
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frequency and duration of neuronal firing increases (Figure 10B through 10D). Both 

TCNs and RENs appear to favor the transition pattern as the conductance of AMPA 

receptors, and less synchronization can be observed in this model. Consistent with our 

hypothesis that AMPA receptors located on RENs might give rise to their pace-making 

capability, changing the conductance of AMPA receptors located on RENs appears to 

have the greatest effect on network activities in the decorticated model. 

Applying stimulus throughout the simulation triggered sustained oscillations  

 To see if phase resetting theory can account for the frequency transitions, we first 

need to find an optimal parameter such that the oscillations are sustained and periodic 

rather than transient. Unfortunately, none of the manipulations of the conductance values 

that we tested in any of the above-mentioned models produced oscillations that meet the 

requirement for PRC analysis. We then tested different stimulus parameters to see if we 

could get sustained oscillations in the network. Figure 11A illustrates the raster plots of 

TCNs and RENs under optimal receptor conductance for spindle oscillations with the 

same stimulus used in the decorticated model from the first part of this study. We 

prolonged the stimulus applied on the same group of TCNs, and we were able to produce 

sustained oscillations in this circuit (Figure 11B). Specifically, right after stimulating a 

group of 20 TCNs with a hyperpolarizing current of -0.1 µA for 100 ms, we continued 

stimulating them with a depolarizing current of 1.0 µA until the end of the simulation. 

To test the hypothesis that RENs are particularly important for maintaining 

synchronized activities in the RE-TC network, we focused on testing whether we can 

induce rhythmic oscillations in RENs. With a constant depolarizing current of 0.1 µA 

applied on all RENs, they seem to be bursting spontaneously (Figure 12A). Interestingly, 
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the traveling wave effect in the population of RENs in the decorticated network changes 

with the altered connectivity (Figure 12B), although the burst duration and clustering 

remained the same despite having the same stimulus and parameter regime as used in 

Figure 12A.   

We then increased the amplitude of the current stimulus to 0.3 µA. With this 

slightly larger depolarizing current, RENs appear to fire mostly in groups of twos after 

reaching steady state (Figure 13). In addition, increasing the τ0 value increases the burst 

duration and changes the traveling wave effect. In Figure 13B, specifically, after a group 

of two RENs fires, the next group of two RENs with the next lowest index number fires 

despite having no intra-RE GABAA receptor conductance delay. Their TCNs pairs 

stopped firing after about 500 ms after stimuli being applied, so they did not produce 

sustained firing activities (figure not shown). Since each REN is connected to its 

neighbors on both sides, a novel mechanism of refractory process might exist to prevent 

the pair of RENs from firing at the same time with the next pair of RENs. RENs located 

on both the ends of the chain are more likely to switch their firing partners, and this 

complicated pattern exists most likely due to the fact that these neurons receive the same 

input twice from their neighbors. 

PRC Analysis 

 Based on the previous analysis, a constant depolarizing current applied to all 

RENs in the decorticated network of TCNs and RENs can induce sustained oscillations 

of similar clusters. However, the consistent periodic firing of one or two clusters in each 

type of neuron was not observed. Therefore, to simplify the network effect, we then 

further reduced the RE-TC network into a model of single REN to look at effects of intra-
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RE connections, and a model of a single REN reciprocally connected to a single TCN to 

look at the effects of RE-TC connections. We assumed that our model neurons are 

representative of neurons within the same cluster. By perturbing the model neuron at each 

point of the firing cycle (starting from the onset of burst to right before the next burst 

imitation) and recording the time of the onset of the next burst, six different PRCs for 

each spindle and SW parameters (so a total of 12 PRCs) were generated to provide 

reliable estimations on whether the next burst is advanced or delayed.  

 In the single REN model, application of the square depolarizing current with an 

amplitude of 0.06 µA triggered sustained and rhymical burst firing of our modeled REN 

under SWD parameters (τ0 = 50). Figure 14A shows the voltage trace of the modeled 

REN, and the first 1500 ms of the simulation was discarded, as no stimulation was 

applied during that period to allow the model to reach as stabilized state. Figure 14B is 

the voltage trace of REN with an index number of 40 in the original Knox model under 

SWD parameters for comparison. The period used for PRC analysis begins at the onset of 

the third burst (t ≈ 1800 ms, φ = 0) and ends right before the onset of the fourth burst ((t 

≈ 2700 ms, φ = 1).  

For the PRC shown in Figure 14C, the perturbations used was depolarizing 

current (I = 0.06 µA) pulses, and each pulse lasts for only 1 ms. The resulting PRC 

displays a sinusoidal shape with both positive and negative lobes, meaning that 

depending on the timing of the input during the period, the next burst can either be 

advanced or delayed. The voltage traces at φ = 0.5 and at φ = 0.8 shows advance and 

delay, respectively, of the next onset of a burst. Note that the x-axis did not begin with a 

zero, and 1500 ms needs to be subtracted to get the exact time stamp of the onset of the 
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next burst after perturbation. Similarly, we generated another PRC with perturbations that 

are based on intra-RE GABAA conductance (Figure 14D) and showed voltage traces at 

advance (φ = 0.4) and delay (φ = 0.8) periods. The PRC generated based on the 

conductance of intra-RE GABAA receptors displays a different shape, although it also 

displays the biphasic property based on the values of f(φ). In the set of simulations of this 

single REN model ran under spindle parameters (Figure 15, τ0 = 28.3, φ = 0 at t ≈ 1600 

ms, φ = 1 at t ≈ 2400 ms), similar effects were observed. Notably, comparing the 

unperturbed voltage traces of the modeled REN, the burst duration is much shorter, but 

the amount of resetting appears to be of greater range. 

In a single pair of mutually connected RE-TC neurons model, the voltage traces 

of REN and TCN resembled the traces observed in the Knox model closer. Note that the 

first 4000 ms of each simulation ran in this model was discarded to allow for the network 

to come to stabilization. Each of the voltage trace at a specific phase of its respective 

PRC was not zeroed so the x-axis began at 6400 ms instead of 2400 ms. The period we 

selected for analysis begins at the onset of the fourth burst and ends right before the onset 

of the next burst for both REN and TCN under both spindle and SWD parameters. The 

depolarization-driven PRCs are omitted, because they do not offer physiological insights 

to network-level effects. 

Figure 16 shows the results obtained from simulations ran under SWD 

parameters. Figure 16D displays the PRC generated for REN based on both AMPAergic 

inputs from TCN and GABAergic inputs from other REN. The green arrow points at a 

specific voltage trace (φ = 0.3) during the advance phase, and the red arrow points at a 

specific voltage trace (φ = 0.8) during the delay phase. To look at the effect of each type 
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of the receptor, two other PRCs were generated for REN (Figure 16E and Figure 16F). 

Interestingly, the shape of PRC with a GABAA receptor-driven perturbations is very 

similar to the previous PRC, and the voltage traces at φ = 0.3 in both cases are also 

similar. At φ = 0.3 of the AMPA receptor-driven PRC, a burst was triggered during time 

that the set of perturbations was applied, and the onset of the next regular burst was 

delayed. From the GABAergic input-driven PRC for TCN, (Figure 16G) perturbations 

during the period always delays the onset of the next spike.  

The results of simulations ran under spindle parameters in the RE-TC pair model 

are summarized in Figure 17. Consistent with more spikes each time that the TCN fires in 

the Knox model (Figure17C), more spikes are also observed each time the TCN fires 

(Figure 17B). Comparing with the shape of GABAA receptor-driven PRC, the shape of 

PRC generated for REN using AMPA and GABAA receptor conductance (Figure 17D) is 

much more similar to the shape PRC generated using AMPA receptor conductance alone 

(Figure 17F). Additionally, the GABA receptor conductance-driven PRC for TCN 

(Figure 17G) now displays biphasic property. 

Discussion 

 In the present study, we analyzed how changes in the conductance of postsynaptic 

receptors affects the firing activities of neurons in the thalamocortical circuit. We mostly 

focused on the decorticated RE-TC thalamic circuit in our analysis, and we were able to 

generate PRCs to determine how the next onset of firing would be affected depending on 

the timing of the perturbations.  

Our results support the hypothesis that RENs might be the ultimate pacemakers in 

the thalamocortical network, and that glutamatergic AMPA receptors might contribute to 
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pathological thalamocortical network synchronization. We showed that changes in 

conductance of AMPA receptors located on RENs that receive inputs from PYNs affect 

the synchronization and firing duration in TCNs but does not affect the frequency of 

firing. We also showed that increasing the conductance of AMPA receptors located on 

RENs that receive inputs from TCNs could in turn increases the frequency and duration 

of firing in the thalamocortical circuit. Our results on AMPA receptor conductance 

changes are consistent with the experimental result that the Gria4 knockout mice display 

frequent SWDs (Beyer et al., 2008), suggesting a reduced AMPA receptor conductance 

leads to a decrease in the frequency of synchrony of oscillations. However, further 

investigation is necessary.  

We also found that changes in conductance of GABAA and AMPA receptors 

located on PYNs may prolong the firing durations in most neurons in the thalamocortical 

circuit, but no significant changes in frequency or synchronization was induced without 

innervations of RENs; additionally, changes in conductance of GABAergic synapses 

between TCNs and RENs affects the firing duration. Specifically, experimental findings 

showed that activation of postsynaptic GABAB receptors affects rhythmic firing as well 

as synaptic plasticity (reviewed in Sanchez-Vives et al., 2021); our results shown in 

Figure 9 is consistent with the finding in that changing the conductance of GABAB 

receptors appears to contribute to stronger and more stable synchronization of firing 

activities in thalamic neurons. 

From the PRC analysis on the intra-RE connections, we found that RENs can 

either trigger the next burst sooner or later depending on the timing of the input that they 

receive. Depending on how many simultaneous inputs that RENs are receiving from, the 
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PRCs would look differently. The most relevant PRCs are illustrated in Figure 14D, 15D, 

16D, and 17D, as they were generated using proper synaptic conductance delays based on 

activation times during the unperturbed period. For the same perturbations that each REN 

receives, there is a greater amount of resetting when RENs are firing under spindle than 

under SWD oscillation parameters. This might partially explain the greater number of 

bursts observed in RENs during spindle oscillations than during SWD. Additionally, 

GABAA receptor-mediated currents might be dominant the effect on the firing activities 

of RENs during SWD, but during spindles the conductance of AMPA receptor-mediated 

currents might be more important.  

One limitation of the current study is that we did not test more combinations of 

different conductance values of receptors in all three versions of the model. Additionally, 

performing a Fast Fourier transformation (FFT) analysis of PYNs for each simulation in 

the Knox model and the reduced model would provide a much more reliable indication 

on the frequency. The frequency changes observed in our current study were based on 

simple qualitative estimation by looking at the heat plots, so FFT analysis could provide a 

much more objective and quantitative result on the frequency changes. 

Another limitation in our PRC analysis is that we did not perform a stability 

analysis. A stability analysis using the slopes of PRCs should be done in any future work 

extending from the current project, as it could help to provide more insights on whether 

the network will fire in clusters or in synchrony. A negative slope or any positive slope 

greater than 2 at a point on the PRC means that the input at this specific phase is 

destabilizing. For Figure 14D, the conductance value for GABAA receptor we used was 

the same as the optimal intra-RE GABAA receptor conductance. We did not try to 
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increase the RE-to-RE synaptic delay, but we might be able to use a synaptic delay of φ = 

0.05 to skip the negative slope regions between approximately φ = 0 to 0.05. Previous 

studies have demonstrated how we can perform stability analysis using PRCs of neural 

oscillators to predict whether the clusters will synchronize (Goel & Ermentrout, 2002; 

Chandrasekaran et al., 2011; Woodman & Canavier, 2011; C. Canavier et al., 2013; Rich 

et al., 2016), which in our case could help to predict whether we would see the transition 

from spindle oscillations to SWDs.  

 In conclusion, this present study offered some insights on the mechanism of 

frequency transitions based on conductance-driven synchronization changes in the 

thalamocortical model. More work, however, still need to be done to provide more 

evidence to support the hypothesis that RENs are the ultimate pacemakers that governs 

the network synchronizations. 
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Tables 

Table 1. Summary of values for receptor conductance strength that are meaningful for 
oscillations in the network. The optimal values as well as conductance ranges of the 
synaptic receptor conductance strength were based on previous study (Destexhe, 1998). 
Locations: presynaptic neuron → postsynaptic neuron. The synaptic receptor is located 
on the postsynaptic neuron. 
Receptor Location Optimal Value (µS) Conductance Range (µS) 

AMPA 

PY → PY 0.6 0.3 - 0.9 
PY → IN 0.2 0.06 - 2 
TC → RE 0.2 0 - 5 
TC → PY 1.2 0.15 - 5 
TC → IN 0.4 0 - 5 
PY → RE 1.2 0.4 - 5 
PY → TC 0.01 0 - 0.1 

GABAA  
RE → RE 0.2 0 - 1.2 
RE → TC 0.02 0 - 1 

GABAB  IN → PY 0.03 0.02 - 5 
RE → TC 0.04 0.01 - 5 

 
 
 
Table 2. Summary of parameters tested in the Knox model. Only values for the 
conductance of AMPA receptors located on RENs that receives excitatory input from 
PYNs are included, as optimal values of other conductance strengths were used and kept 
constant in this model. The bolded values indicate that the conductance strength is 
increased from the optimal value; italicized and underlined values indicate that the 
receptor conductance strength is decreased from the optimal value. Synapse type: PYRE 
= excitatory projection from PYNs to AMPA receptors located on RENs. 
Trial # 21 22 23 24 25 
PYRE 1.2 1.0 1.8 2.4 3.6 

 
 
 
 
 
 
 
 
 
 
 
 



34  

 

Table 3. Summary of parameters tested in the RE-TC-PY network. The conductance 
values of intra-RE synapses, RE-TC synapses, intra PY synapses, PY-TC synapses 
mediated by AMPA receptors, PY-IN synapses mediated by AMPA receptors, as well as 
IN-PY synapses mediated by GABAB receptors were not shown, as the optimal values 
were used for each type of synapses. The bolded values indicate that the conductance 
strength is increased from the optimal value; italicized and underlined values indicate that 
the conductance strength is decreased from the optimal value. Synapse types: INPYa = 
inhibitory projection from IN to GABAA receptors located on PY neurons; TCPY = 
excitatory projection from TC to AMPA receptors located on PY neurons. 
Trial # INPYa (µS) TCPY (µS) 
16 0.15*50% 1.2 
17 0.15*50% 0.6 
18 0.15*50% 2.4 
19 0.15*100% 1.2 
20 0.15*100% 2.4 

 
 
Table 4. Summary of parameters for receptor conductance strength tested in the 
decorticated RE-TC thalamic network. Conductance values for intra-cortical connections 
were irrelevant in this reduced model, so they were not shown. The bolded values 
indicate that the conductance strength is increased from the optimal value; italicized and 
underlined values indicate that the receptor conductance strength is decreased from the 
optimal value. Synapse types: RERE = intra RE synapses mediated by GABAA receptors; 
RETCa = inhibitory projection from TCNs to GABAA receptors located on RENs; 
RETCa = inhibitory projection from TCNs to GABAB receptors located on RENs; TCRE 
= excitatory projection from TCNs to AMPA receptors located on RENs. 
Trial # RERE (µS) RETCa (µS) RETCb (µS) TCRE (µS) 
1 0.2 0.02 0.04 0.2 
2 0.1 0.02 0.04 0.2 
3 0.1 0.01 0.04 0.2 
4 0.4 0.04 0.04 0.2 
5 0.2 0.02 0.08 0.2 
6 0.2 0.02 0.02 0.2 
7 0.2 0.02 0.16 0.2 
8 0.2 0.02 0.20 0.2 
9 0.4 0.02 0.24 0.2 
10 0.2 0.02 0.04 0.1 
11 0.2 0.02 0.04 0.4 
12 0.2 0.02 0.04 0.6 
13 0.2 0.02 0.04 1.2 
14 0.2 0.02 0.04 2 
15 0.2 0.02 0.04 4 
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Figures 

Figure 1. Schematic diagram for the thalamocortical network. The red directional arrows 
represent excitatory synapses (TC→RE, TC→IN, TC→PY, PY→PY, PY→IN, PY→RE, 
PY→TC) mediated by AMPA receptors. Blue directional arrows represent inhibitory 
synapses (RE→TC, IN→PY) mediated by a mixture of GABAA and GABAB and 
receptors. Green arrow represents the intra-RE synapses mediated by GABAA receptors. 
The simplified version of this model is shown in the purple circle, containing only the 
thalamic neurons. 

 

 

Figure 2. Collective activities of all PYNs, RENs, and TCNs during simulation in the 
Knox model. Each panel corresponds to the collective firing activities of a specific type 
of neurons over time in this model. Specifically, A) shows an 8-10 Hz spindle oscillation 
with two clusters of TCNs with alternating firing activities, as well as two clusters of 
RENs with alternating bursts; B) shows a 3-4 Hz SW oscillations with synchronized 
activities in TCNs and RENs. The y-axis in each panel represents the indexes of neurons 
(1 to 100), and the x-axis displays the time. The color corresponds to the voltage of the 
cell, with darker blue representing a more hyperpolarized state and darker red 
representing a more depolarized state. Hence, the brighter bands in each panel represent 
the collective firing of action potentials. Adapted from Knox et al., 2018 Figure 2. 
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Figure 3. Comparison of network architectures. The green directional arrows represent 
excitatory AMPA synapses from TC neurons to RE neurons. Blue directional arrows 
represent intra RE inhibitory synapses mediated by GABAA receptors. Dashed directional 
arrows are the connections that were rewired from the chain architecture to the ring 
architecture. Specifically, A) shows the chain architecture of the network connectivity in 
the original Knox model, where neurons towards both ends connect to neighboring 
neurons twice; B) shows the re-wired ring architecture of the connectivity where none of 
the synaptic connection would be repeated. Only synaptic projections of the second 
neuron of each type were shown as a conceptual demonstration.  
A) Original model. 

 
B) Ring model. 
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Figure 4. Effects of changing PY→RE AMPA receptor conductance in the Knox model. 
A) Trial 21. Control figure. Parameters 
used here were the same as the 
parameters for generating spindle 
oscillation. 

 

B) Trial 22. Reducing the PY→RE 
AMPA receptor conductance to 50% of 
the optimal conductance value. 
 

 
 
C) Trial 23. Increasing PY→RE AMPA 
receptor conductance to 150% of the 
optimal conductance value. 

 

D) Trial 24. Increasing PY→RE AMPA 
receptor conductance to 200% of the 
optimal conductance value. 
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Figure 5. Raster plots for TCNs and RENs in the Knox model with a chain architecture. 
A) Spindle oscillations raster plots of TCNs and RENs in the Knox model. 

 
B) SW oscillations raster plots of TCNs and RENs in the Knox model. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



39  

 

Figure 6. Raster plots for TCNs and RENs in the Knox model with a ring architecture. 
A) Spindle oscillations raster plots of TCNs and RENs in the Knox model with ring 
architecture. 

 
B) SW oscillations raster plots of TCNs and RENs in the Knox model with ring 
architecture. 
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Figure 7. Effects of conductance changes in the reduced model with chain architecture. 
A) Schematic diagram of the reduced 
model. 
 

 
 

B) Trial 19. Control with previously 
determined optimal synaptic 
conductance. 

C) Trial 16. Reducing IN→PY GABAB 
receptor conductance to 50% of the 
optimal conductance value. 

 

D) Trial 20. Increasing TC→PY AMPA 
receptor conductance to 200% of the 
optimal conductance value. 

 
E) Trial 17. Reducing TC→PY AMPA 
receptor conductance to 50% of the 
optimal value with 50% of optimal 
IN→PY GABAA receptor conductance. 

 

F) Trial 18. Increasing TC→PY AMPA 
receptor conductance to 200% of 
optimal value with 50% of optimal 
IN→PY GABAA receptor conductance. 
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Figure 8. Effects of changing the conductance of intra-RE GABAA receptor, RE→TC 
GABAA receptor, RE→TC GABAB receptor, and AMPA receptor in the decorticated 
model. 
A) Schematic diagram of the decorticated model. 

 
B) Trial 1. Control with optimal receptor 
conductance.  
 

 
  

C) Trial 2. Decreasing the intra-RE 
GABAA receptor conductance to 50% of 
optimal value.  

 

D) Trial 9. Increasing the intra-RE 
GABAA and RE→TC GABAB receptor 
conductance to 200% of optimal values.  

 

E) Trial 3. Reducing both intra-RE and 
RE→TC GABAA conductance to 50% 
of optimal values. 

  

F) Raster plot for TCNs in trial 3.  

 

G) Trial 4. Increasing both intra-RE and 
RE→TC GABAA conductance to 200% 
of optimal values 
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Figure 9. Effects of changing RE→TC GABAB receptor conductance in the decorticated 
model. 
A) Trial 6. Reducing RE→TC GABAB 
receptor conductance to 50% of optimal 
value. 

 

B) Trial 5. Increasing RE→TC GABAB 
receptor conductance to 200% of 
optimal value. 

 
 
Figure 10. Effects of changing TC→RE AMPA receptor conductance in the decorticated 
model. 
A) Trial 10. Reducing TC→RE AMPA 
receptor conductance to 50% of optimal 
value. 

 
 

B) Trial 11. Increasing TC→RE AMPA 
receptor conductance to 200% of 
optimal value. 

 

C) Trial 12. Increasing TC→RE AMPA 
receptor conductance to 300% of 
optimal value. 

 
 

D) Trial 13. Increasing TC→RE AMPA 
receptor conductance to 600% of 
optimal value. 
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Figure 11. Stimulus applied throughout the simulation in the decorticated model. 
A) Raster plots of TCNs and RENs under optimal receptor conductance for spindle 
oscillations. 

 
B) Sustained firing activities of TCNs and RENs under optimal receptor conductance for 
spindle oscillations with prolonged stimulus. 
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Figure 12. Constant stimulus applied on all RENs. 
A) RENs in the chain architecture of the RE-TC circuit. 

 
B) RENs in the ring architecture of the RE-TC circuit. 
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Figure 13. Traveling wave and burst duration in RENs. 
A) Raster plot for RENs with optimal receptor conductance values and a depolarizing 
stimulus of 0.3 µA. τ0 = 40. 

 
B) Raster plot for RENs with optimal receptor conductance values and a depolarizing 
stimulus of 0.3 µA. τ0 = 50. 
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Figure 14. Single REN model under SWD parameter. 
A) Voltage trace of this single REN in the model under SWD parameter. 

 
B) Voltage trace of REN with the index number 40 in the Knox model. 

 
C) Depolarization-driven PRC for REN. Perturbations used are small current pulses of 
0.06 µA. 
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D) Conductance-driven-perturbations PRC for REN. Perturbations used are based on 
intra-RE GABAA receptor conductance. 

 
 
 
Figure 15. Single REN model under spindle parameter. 
A) Voltage trace of this single REN in the model under spindle parameter. 

 
B) Voltage trace of REN with the index number 40 in the Knox model. 
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C) Depolarization-driven PRC for REN. Perturbations used are small current pulses of 
0.06 µA.  

 
D) Conductance-driven PRC for REN. Perturbations used are based on intra-RE GABAA 
receptor conductance. 
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Figure 16. Reciprocally connected RE-TC model under SWD parameter. 

 
C) Voltage trace of TCN with the index number 40 in the Knox model. 

 

 

D) 



    50 

 

 

 

 
 

E) 

F) 

G) 
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Figure 17. Reciprocally connected RE-TC model under spindle parameter. 

 
C) Voltage trace of TCN with the index number 40 in the Knox model. 

 

   
 
 
 
 

D) 
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