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Abstract

People living through changes in their surroundings react to it unexpectedly. Ex-
ogenous political, economic and legal changes impact individual behavior in an un-
predictable manner. This dissertation uses three papers to give evidence of exogenous
shocks affecting individual behavior. First, I study the impact of an economic change.
Using business cycle indicators, I show that a change in the employment status of
parents causes them to invest higher time with their children instead of exploring new
job opportunities in the early months of unemployment. The short term impact of
unemployment is favorable for child development even though literature has shown
that long term unemployment is detrimental to child well-being. Second, I explore
the impact of a spillover of a policy intended to save energy. The Daylight Savings
Time was implemented during the World Wars to conserve energy. Over the decades,
its impact on energy conservation has diminished. My research shows that there are
clear evidences of serious disruption in daily lives of those subjected to the clock
change twice a year, causing higher stress and lower sleep in the early weeks of the
time change. Third, I study the legalization of medical marijuana on consumption of
marijuana and alcohol patterns, as well as criminal behavior among those subjected
to it. The results show that even though there is a slight increase in marijuana and
alcohol consumption among adults, there is no evidence to support that it encourages
teenagers to explore marijuana consumption. There is also no evidence of any change

in criminal behavior.
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Introduction

Human beings are habitual creatures. They are accustomed to follow their
schedules and daily routines. Exogeneous changes have the potential to disrupt these
routines. My study focuses on how individuals’ lives are affected by exogeneous
changes in the economic, political and legal atmosphere. My dissertation consists of
three papers.

First, I study the impact of economic changes. Through this paper, I show that
a change in employment status, caused by a change in the business cycle, affects
parental daily time schedules, that is spent in various activities including childcare.
I use state level unemployment rate as an indicator for economic changes. For time
use information, I use the American Time Use Survey database. My study focuses
on the short-term impact of unemployed parents in their time investment. Parental
unemployment has long term detrimental impact on children well-being, however, in
the short-run, children benefit from unemployed parents as they get more time in-
vestment from them. When unemployed, parents spend more time with their children
than looking for a new job in the short run. The income effect of unemployment is
negligible as parents tend to use their savings and smooth consumption.

My second paper focuses on an archaic policy. I study how Daylight Savings
Time (DST), a policy implemented during the World War I, changes sleep pattern,
moods and various intensity of activities engaged by individuals in the modern world.

Some states in the US like California, Louisiana, Oregon, etc., and the European



Union have been discussing the removal of daylight savings time due to its harmful
impact on health and no benefit of energy conservation. I use the American Time
Use Survey database and focus on respondents interviewed a week before and after
the fall and spring DST. I compare two states - Arizona which never had DST,
and New Mexico which always had DST using a difference-in-differences estimation
method. Both states are geographically and climatically similar making them suitable
for comparison. I find that DST significantly disrupts daily schedules and changes
moods of those who are affected by it, however, the impact fades out in subsequent
weeks.

Third, I study how the legalization of medical marijuana changes the consump-
tion of marijuana and other licit and illicit drugs, and influence criminal behavior.
This is a joint study with Siobhan Innes-Gawn and Mary Penn. We use the National
Longitudinal Survey of Youth 1997, which is a self-reported survey on criminal and
drug abuse behaviors. As of January 2019, 33 states and the District of Columbia
have approved laws permitting the medical use of marijuana. We use a difference-
in-differences approach. State medical marijuana laws are very different from each
other in terms of the possession and consumption limit, presence of state dispensary
and the various diseases it is allowed to be used for treatment. We incorporate these
difference in our analyses. The results show that there is a slight increase in mari-
juana and alcohol consumption but no change in criminal behavior. The magnitude
of increase is very small indicating that this policy has negligible negative impact on
society.

The three papers are attached below.



Chapter 1

Effect of Parental Employment

Status on Child Care

By Sanjukta Basu



Abstract

Parents spend a significant amount of time and income on raising children.
Existing literature shows that parental unemployment has detrimental long-
term effects on child development. My study focuses on the short-term impact
of unemployed parents in their time investment. Using an instrumental variable
approach and the American Time Use Survey (ATUS). I study if individuals
who were laid-off or have been unemployed reallocate the time that was spent at
work by spending more time with their children. I find that when unemployed,
parents spend more time with their children than looking for new employment
opportunities in the short-run. The short-run effects of unemployment are op-
posite of long-run effects and favorable for children. This behavior is consistent

among all races and sexes.

Keywords: Unemployment; Non-market Production; Time diary; Childcare.

JEL: D13, J13.



1.1 Introduction

Changes in business cycle can cause unemployment to rise, forcing workers to
quit the labor market, thus affecting their daily time schedules. This paper attempts
to analyze how unemployment, in the short run, affects daily time schedules of par-
ents. I used state-level unemployment rate as an indicator for the business cycle
change. Using an instrumental variable (IV) approach, I studied if individuals who
were laid-off or have been unemployed, reallocate their time, earlier spent at work, on
other activities such as household chores, leisure, child care and job search. I find a 32
percentage points rise in time spent with children when parents become unemployed
due to an economic slowdown, and only a 4-percentage point increase in time spent
on exploring new employment opportunities. My study emphasizes on the behavioral
change of those unemployed for a few months. I conclude that parents tend to focus
on their children more than looking for new jobs when unemployed in the short run.
The results are more intriguing when we focus on various demographics separately.

Time and income spent by parents are the two key ingredients for producing
children (Becker (1988)). I define parental time as the time spent by parents with
their children, and parental income as the income spent on purchasing goods and ser-
vices for the children. Higher parental income implies access to high quality market
goods such as education, health care and toys. Children also require adequate time
investment from their parents for their stable growth and development. It helps in
forming bonds, monitoring growth, and providing stability in a child’s life. An effi-
cient combination of income and time provides an appropriate environment for child
development. Parents want to furnish such pertinent atmosphere in the household.

A sudden loss in employment results with individuals having more time and
less income. An unexpected lay-off is equivalent to a reduction in opportunity cost
because the wage rate equals the opportunity cost of parent’s time. The opportunity

cost, of parent’s time does not, of course, equals zero as the parent can also engage in



alternative productive activities such as household chores or other income-generating
hobbies. A reduction in the opportunity cost of a parent’s time can be separated
into income effect and substitution effect. If the lay-off is considered to be short-term
and perceived as temporary by the unemployed individuals, the effect on permanent
income will be negligible. Parents will use their savings to smoothen consumption in
the near future after being unemployed (this is in accordance to Franco Modigliani’s
Life Cycle Hypothesis). So, I can ignore the income effect and conclude that the
total effect of short-term unemployment is driven by the substitution effect, causing
parents to spend more time with their children without changing parental income.

Consequently, it is surprising that we find unemployment has little effect on the
amount of time parents spend with their children using the OLS method.? The OLS
estimates indicate that a change in business cycle conditions, given by a unit increase
in the state level unemployment rate, is associated with 0.02 percentage points higher
parental time with their children.

Studying the descriptive statistics, I find very little difference between the em-
ployed and unemployed parents in their allocation of time on child care. One might
imagine, given that the unemployed will have more time at their hands, they will
spend extra time with their children. However, they do not do so. This is because
unemployed individuals are different from employed workers and hence, have distinct
demand for leisure. This preference for leisure might carry over to their allocation
of time for childcare. When previously employed individuals lose their jobs, their
behavior might be different.

The IV approach allows me to evaluate how those, who are more likely to be
unemployed due to an economic slowdown, change their time allocation when un-
employed. If I could perform a randomized control trial experiment where employed

workers are unexpectedly unemploved, I could observe the effect of unemployment

IThe OLS estimates are very small in magnitude and statistically insignificant at conventional
levels for most demographics. These analyses were conducted but excluded from the paper.



on the allocation of time for childcare and other activities. Since such an experi-
ment is not possible, I propose the use of an instrumental variable to account for the
possibility that employment status is endogenous.

The IV estimation method allows me to analyze the above relationship effec-
tively. The underlying intuition is that the effect of loosing employment on parental
time is basically the effect of business cycle conditions (the IV), as measured by the
state level unemployment rate, on parental time allocation (the outcome). Employed
workers will not respond to business cycle conditions if their employment status is
unaffected. The IV estimates are higher in magnitude and statistically significant
at conventional levels. The effect of the business cycle conditions (the instrument)
on the treatment (employment status), that is the ”"first-stage regression” has sta-
tistically significant estimates which are high in magnitude.? In my analyses, using
the IV strategy helps me recover a stronger effect of the treatment on the outcome
which was not possible with the OLS approach. Therefore, I use the IV estimation
technique for this study.

My paper’s contribution to the existing literature is three-fold. First, this study
confirms earlier empirical estimates of the effect of unemployment on the amount of
time spent on childcare with a larger dataset and using an IV estimate. The resultant
hypothesis is testing if individuals who became unemployed due to the declining
business cycle increase the time they spent with their children. Aguiar ef al. (2013)
finds that after the 2008 recession, unemployment rose and the foregone work hours
were re-distributed among other activities. They found a five percent increase in child
care time. Similar behavior was observed by Edwards (2011). Both these papers used
the ATUS, but were constrained by a smaller dataset. Results from my study show

that parents increase the time they spend with their children during unemployment by

2These regression estimates are not included in the paper. However, the first stage regressions
are strong and statistically significant at conventional levels. T also use the Hausman specification
tests. These results are discussed in more detail in the paper.



32 percentage points. This is relatively higher than the results found by other studies
and consistent with the findings of Mork et al. (2014). Time spent on job search is
4 percentage points higher. Fathers increase their contribution to the household by
spending more time on chores. Second, I find that in the short-run, parents try to
compensate the loss in parental income by spending more time with their children
to maintain similar level of care. Third, I find happier parents choose to spend more
time with their children. Juster (1985) and Guryan et al. (2008) find that parents
feel spending time with their children can be enjoyable and therefore, spend more
time with them when stressed. Such a behavior may not be in the best-interest of
the child. However, my estimates show that only black fathers respond to higher
levels of stress by reducing parental time. Finally, and more importantly, I find
that temporary economic slowdown comes with benefits. In the short run, parents
can smoothen their consumption by using their savings and hence are not worried
about new employment opportunities in the near future. My results corroborate this
hypothesis. I find unemployment encourages parents to spend more time with their

children than looking for new jobs.

1.2 Background

Becker (1988) calls children self-produced goods using market goods and services,
and parental time by each family. Some parents may choose not to have any children
and spend none of these resources while some children may need more resources than
others. The cost of a child, in terms of time and income, differs with children and
parents. Each family or individual chooses the quantity of time and market goods
to spend on their children. Higher parental income ensures that the child has access
to good and nutritious food, quality education and better health facilities. Letablier

et al. (2009) provides evidence that expenditure on children account for 20-30 percent,



of household budgets. Raising children is costly. Parental time is also essential for
raising children. Becker (1988) argues that mothers’ time is a major part of child
care and this is the main reason why mothers invest more time with their children
than at labor market.

Child care and development is a subject of concern for parents as well as policy
makers. A loss of employment affects both - parental income and parental time.
Involuntary or voluntary unemployment would result in a rise in disposable time
but a fall in family income, both of which will have a significant effect on child
development. A fall in household /parental income can lead to a loss of quality goods
such as private schooling or health care, and socio-economic downgrade of the family,
both of which influence child development. However, in the short-run the effect of
fall in income is negligible as parents are more likely to smoothen their consumption
using their savings. The gain in time resulting from unemployment which is more
difficult to smooth, would be allocated to various activities including child care. As
documented by Aguiar et al. (2013), after the 2008 recession, when unemployment
rate rose, foregone work hours were re-distributed among other activities including
child care. Parental time is expected to rise as a result of unemployment as seen by
Edwards (2011). Mork et al. (2014) finds that chronic or long-term unemployment
can lead to a deterioration of home environment due to household conflicts, and thus
may lead to a fall in the time spent with children. My study finds the opposite effect
in case of short-term unemployment.

To summarize, a change in unemployment status can alter parental time. How-
ever, due to a lack of household data on time use information in the past, this rela-
tionship was difficult to explore. With the existence of the ATUS database, it is now
possible to test whether unemployment influences parental time. and to what extent.

Loss of jobs (causing long-term unemployment) can have adverse effects on

worker’s health (Sullivan & Von Wachter (2009)), mental well being (Eliason & Storrie



(2009)), marital stability (Eliason (2011)) as well as socio-economic status (Stevens
(1997) and Jacobson et al. (1993)), all of which can affect their parental behavior
and influence the child negatively. Many studies have highlighted the negative im-
pact of long-term unemployment on child care. According to Strém (2002), parental
unemployment is positively associated with higher risks of children accidents. Page
et al. (2019) shows that an increase in local unemployment rate is associated with a
significant increase in incidences of injuries and severe emotional difficulties among
children. Chronic unemployment can lead to feelings of depression and humiliation
creating a strain on parental behavior towards children. Such children are more likely
to suffer from long periods of hospitalization, less likely to graduate high school and
face unemployment (Christoffersen (2000)). Pedersen et al. (2005) shows that high
prevalence of psychosomatic symptoms and chronic illness is common among children
living in families with lower labor market participation. Parental unemployment has
long term impact on children as seen in Oreopoulos et al. (2008). The authors find
that adult earnings of children, with unemployed parents during their developing
years, are 9 percent lower than otherwise.

Following the argument made by Becker (1988) that parental time and income
are the two inputs for producing children, I assume that parent’s utility is affected
by the care they provide to their children (Appendix 1.7 shows the derivation and
the analyses in detail). To simplify the model, I use a Cobb Douglas utility function.
However, I have replicated the results using different specifications such as constant
elasticity of substitution function. Equation 1.1 depicts how parental care affects their
utility. Parents’ utility consists of the care they provide to their children (C(X,, L)),

in addition to their own leisure (L,) and consumption of market goods and services

(Xp)-

Up = U(C(XC:LC):XP’ Ly) (1.1)
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Production function of childcare is a function of parental time (L.) and parental
income (X.). Let this function be Cobb Douglas in nature as given below where a
and b are constants giving the share of time and income spent by parents on children,

respectively.

C(X,, Lo) = X.L. = abX L (1.2)

Parents’ maximize their utility (defined in equation 1.3), which incorporates the
production of childecare given to their children subject to the budget constraint given

by equation 1.4.

Up = [C(XoLe)PXELE~*F) = AX (48 [(1-F) (1.3)

2w —wL - X +1=0 (1.4)

Total available parental time is less than 24 hours as parents are expected to
spend some amount of total available time on their own leisure and other activities like
household chores. Total available parental time is effectively 24 hours minus time at
work (¢), leisure time (L,) and time spent in any other activities. I assume that time
spent at other activities is negligible. Parents earn non-wage income, I, in addition
to wage income earned at a rate of w per hour. They substitute between parental
time in caring for their children and the time they spent at work (to earn income to
buy consumption goods for them and their children). To provide a certain level of
childcare, parents choose an optimum X! and L}. This is obtained by maximizing
parental utility (equation 1.3), which incorporates production of childcare, subject to

the budget constraint (equation 1.4) faced by parents.

11



(24w + I)(1 - B)

L* = O+a)w (1.5a)
Xt — (24%‘(41— i)(ac; + B) (1.5D)

Employed parents consume at the equilibrium point where the marginal rate of
substitution between parental income and time coincide with the wage rate. These re-
sults are consistent with other functional forms of the utility function such as constant
elasticity of substitution.

Besides the two determinants mentioned above, there are many other factors
which affect child care development such as parental education (Guryan et al. (2008))
and household and neighborhood characteristics. Some of these determinants are
influenced by state unemployment rate changes. These factors are included in the
production function and hence detailed analyses is beyond the scope of this study.
For this paper, I will focus on the effect of state unemployment levels on changes in

parental time with children.

1.3 Data

The data is taken from the American Time Use Survey (ATUS) and the Labor
force participation data, both of which are administered by the Bureau of Labor
Statistics (BLS). I use the unemployment rate which is an important indicator for
measuring the current state of the business cycle and economic performance. It is a
useful statistic because it serves to measure changes over time. Low unemplovment
rate suggests business cycle growth and higher levels depict an economic recession.
Data on time diaries is obtained from the ATUS. It is a self-reported data which

covers individual level information across state and over time. ATUS contains detailed

12



information regarding the amount of time an individual spends engaging in various
activities. I have divided a typical parental day into five groups: time with children;
time at work; time for leisure; time doing household chores; and time spent searching
for a job. The aggregate data covers 50 states over the time period of 2004 and 2015.

Table 1.1 gives the descriptive statistics of the labor force participation vari-
ables. Mean unemployment rate has been high at 6.25 percent, and the labor force
participation has been slightly less than two thirds of the total working population
(65 percent). Labor force participation is higher for men (71 percent) than that for
women (59 percent), and the respective unemployment rate is also higher for men
(6.58 percent) than that for women (5.89 percent). Similarly, we see a huge difference
in the unemployment rate of the two races as well. Though the labor force participa-
tion rate between the two races differs slightly with white population having a higher
rate, the difference between their unemployment rate is much larger. The white pop-
ulation has an average unemployment rate of 5.45 percent and the black population
faces an average unemployment of 12.17 percent. It is important to notice that the
two demographics face very different labor market conditions.

There is a statistically significant difference between the mean of time spent
by parents, as a ratio of total time, in various activities when employed versus un-
employed (table 1.2). Employed parents spend 24 percent of their time with their
children and 16 percent at their workplace. Unemployed parents spend 5 percentage
points more time with their children and 1.3 percentage points more at leisure as
compared to employed parents. Unemployed parents also spend more time working
on household chores and looking for new employment. The characteristics of this
sample of observation is given in table 1.3. There is a significant difference between
unemployed and employed parents. Unemployed parents are slightly younger and
less educated. They have lower spousal income than employed parents. Fifty percent

of unemployed parents have employed spouses while 63 percent of employed parents

13



have working spouses.

1.4 Empirical strategy

Parents change their daily schedules as a response to a change in their employ-
ment status. Changes in the business cycle affect employment status of workers by
either gaining employment or getting laid-off. Employment status affects time diaries
by impacting working hours. During a boom period, employment opportunities are
lucrative and the opportunity cost of spending time with the children can be huge in
terms of foregone wages. Thus, a business cycle change can influence the employment
status, hence substituting time spent at work with other activities like child care and
job search. This is tested using the Instrumental Variable (IV) estimation method
where I use the business cycle indicator as an instrument for employment status to
find the effect on the time an individual tend to spend with their children. Business
cycle changes are reflected by changes in the unemployment rate prevailing in the

economy.® The second stage equation is represented as follows

Time Aise; = a + YEMPist + pZisy + T; + €15t (1.6)

The first stage is given below

Empig = v+ BUnempg + AZist + s + 0 + fist (1.7)

where Emp;y; gives the employment status of individual i at year t and state
s; coded 1 if employment status is unemployed but looking for a job or laid-off:

Unempg gives the state of the business cycle in state s and over year t - namely

3To study if the business cycle changes directly impact individual time allocations, I use an OLS
estimation method to estimate the effect of state level unemployment rate on time diaries. I study
how state level unemployment rate changes the time spent by parents on five different activities. The
OLS estimates are very small in magnitude and statistically insignificant for most demographics.
For this reason, I have excluded them from the paper.
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the state unemployment rate; Time_A;q; is the time spent engaging in one of the
five activities, A, as a percentage of total time available in a day (namely, time with
children, time at work, time doing household chores, time for leisure and time spent
searching for new employment opportunities), by individual i living in state s, over
year t and on day j of the week; Z;,; gives individual characteristics such as age, family
income level, educational achievement (the respondent’s highest completed level of
education), and spousal employment status, coded as 1 if spouse/partner is employed:;
ns gives the state fixed effects; d; gives the time fixed effects: 7; gives the days of the
week; and €;4; gives the error term in the second stage equation; ju;s gives the error
term in the first stage equation.

Various endogenous test such as the Hausman-specification test shows that we
can reject the null, which says variables are exogenous, at conventional levels for
specifications using time with children, time at leisure and time searching for job as
outcome variables. This result is consistent across all different analyses, races and
sexes that I conducted over the course of my study.

Further, to understand the extent to which a change in the business cycle ef-
fects various demographics, separate regressions were run for each by segregating

individuals as per their race and sex.

1.5 Results

Figures 1.1 and 1.2 give the time trend of the national unemployment rate for
various demographics. Both figures mirror a typical business cycle change graph with
adjacent peaks and valleys. The unemployment rate for all demographics has been
lowest in 2007 and then peaking in 2010. Comparing the two sexes, the unemploy-
ment rate has been fairly similar with the rate for men being slightly higher than

that for women. However, figure 1.2 shows that the unemployment rates are starkly
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different for the two races. An unfavorable business cycle is more adverse for the
black demographics who are already suffering from low employment opportunities.
The national average is closer to the white population unemployment rate. Neverthe-
less, consistent with the previous figure, unemployment rate is lowest in 2007 before
reaching its peak in 2010, just after the global financial crises, and then falling again.
Due to the difference in the labor market for each demographic, I study the races and
sexes individually.

Tables 1.4, 1.5 and 1.6 give the estimates for all the six demographics. I find
that parents spend the greater share of their newly acquired time with their children
than looking for new job opportunities. Table 1.4 shows, for the whole sample, unem-
ployed parents spend 12 percentage points less time at their work or any work-related
activities such as socializing and engaging in income-generating hobbies, crafts and
services. Parents lose their main or secondary job where they are subjected to report.
Time spent on these work declines significantly in magnitude. However, time spent in
other work related or income-generating activities like crafts and services increases.
These estimates are statistically significant at 1 percent level. When parents loose
their main employment (or source of income), they continue to spend the same or
more time in work-related gatherings to explore future networks, or engage in their
hobbies or services which may provide any additional income.

When unemployed, parents spend 32 percentage points more time with their
children and 3.8 percentage points more time looking for new employment. The
sign of the estimates are consistent across all demographics, and statistically signif-
icant at conventional levels. The magnitude of these estimates differ across various
demographic groups. White mothers increase their time with their children by 31
percentage points and job search time by 2.8 percentage points as a response to be-
ing unemployed, while white fathers increase their time with their children by 28

percentage points but increase job search time by 5 percentage points (table 1.5).
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White fathers contribute 23 percentage points more time to household chores. This
magnitude is large and statistically significant at 1 percent level. Such a behavior is
not replicated by mothers when unemployed. White parents lower leisure time by 23
and 29 percentage points for fathers and mothers, respectively, but black parents do
not.

Black parents, in general, face a higher level of state unemployment rate than
white parents (table 1.6). Similar to white parents, they also increase their time
with their children when subjected to a business cycle downturn. Black unemployed
fathers spend 13 percentage points more time with their children than their employed
counterparts. The magnitude of response of black mothers differ much from their
white counterparts. Black mothers spend only 15 percentage points more time with
their children when subjected to unemployment. These parents spend more time
looking for new employment when compared to similar white parents. Mothers and
fathers spend 4 and 6 percentage points, respectively in this activity. However, they
still prefer to spend a larger portion of their gained time with their children. Black
fathers, similar to their white counterparts, increase their time engaged in household
chores by 11 percentage points. Leisure is another important activity which occupies
a significant time of the day. However, unlike white parents, black parents do not
change their time allocation to leisure. For both races, unemployment status shifts
parental priority from career to family and children.

Black mothers reduce time at work by 13 percentage points while white mothers
do not reduce hours at work significantly at conventional levels (table 1.5). This
is an interesting observation seen among the two demographics who also differ in
their employment characteristics. Even though more white mothers are employed (93
percent) as compared to black mothers (86 percent) and they earn higher mean wages,
time spent at work when employed is 4 percentage points lower for white mothers as

compared to black mothers. White mothers spend less time at work when they are
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employed as compared to black mothers. This difference is statistically significant at
1 percent level of significance.*
Appendix 1.7 gives the regression estimates for each demographic including the

estimates of control variables.

Anticipated versus Unanticipated Unemployment

An individual can become unemployed for multiple reasons, and the reason for
unemployment can impact their time diaries. To explore this, I compare workers who
are unemployed for one of the following reasons: being laid-off, voluntarily resigned,
new or re-entrants in the labor market and temporary or seasonal workers.

I used the state-level unemployment rate as an IV for the employment status
of individuals. One would assume that the cause for unemployment plays a signifi-
cant role in deciding time allocation by parents. Temporary or seasonal workers are
expecting unemployment in the near future. They can plan their daily schedules ac-
cordingly. These workers will work more hours before their contract ends and spend
greater hours at leisure and other activities after their contract ends. These parents
may not be looking for new employment aggressively. On the other hand, laid-off
workers face unexpected unemployment. They are unprepared for the change in their
daily schedule, and hence their reaction to a job loss is predicted to be different from
parents with expected unemployment. These parents are expected to actively look
for new employment to compensate for the sudden loss in income. Other types of
workers, such as new /re-entrants, have voluntarily entered the labor force and remain
unemployed while they look for a job.

My study focuses on the short-run effect of unemployment, and it does not
support the above hypothesis. Individuals facing unemployment in the short run are

not worried about new jobs and tend to continue to focus on family welfare. Thus,

iThe descriptive statistics given by race and sex are not shown in the paper.
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corroborating the previous argument for no or negligible income effect. The cause for
unemployment affects the time they chose to spend with their children slightly.

Table 1.7 shows that the interaction between employment status and the cause
for unemployment is statistically significant at conventional levels. In this section, I do
not provide the results for each demographics due to the problem of missing data for
questions regarding the type of unemployment. Separating the regressions for each
demographic reduces the observation size significantly giving unreliable regression
estimates. Hence, I have used the whole sample and used a dummy variable depicting
race and sex, respectively.

Workers, who are unemployed due to being new/re-entrants in the labor market,
reduce parental time by 40 percentage points. Effectively, the gain in parental time
for children with such type of unemployed parents is 8 percentage points (estimate
from employment status + new/re-entrants + interaction between the two terms).
Unemployed parents who are laid-off spend 38 percentage points (effectively 6.7 per-
centage points) less time with their children. Seasonally or temporary unemployed
parents spend 38 percentage points (effectively 5 percentage points) less and volun-
tarily resigned parents spend 39 percentage points (effectively 5.02 percentage points)
less time with their children. Leisure time increases for all types of unemployed par-
ents by 45 percentage points. Individuals who are presumed to be more worried about
their employment status (for example, laid-off and new/re-entrants) tend to spend
more time with their children as compared to workers who have more control over
their employment status (seasonal and voluntarily resigned workers).

Workers who are unemployed due to being new /re-entrants spend 1.5 percentage
points less time searching for jobs (effectively 2.4 percentage points more time than
other workers). Laid off workers spend 1.8 percentage points more time in job search
(or effectively 5.5 percentage points more time than other workers). Seasonal workers

and those who have voluntarily resigned do not deviate much from the group average.
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Time spent by parents engaging with their children differs slightly due to the
cause of unemployment but time spent at job search does not differ for different types

of workers.

Long-term versus short-term unemployment

Parents unemployed for a long term are expected to behave differently than
parents who have been unemployed in the short term. The ATUS records individuals
who have been unemployed for more than four weeks. The data also provides the
current population survey collected 2-5 months before the ATUS interviews which
asked the respondents’ employment status in the last 4 weeks before the interview.
Based on the two sources of information, the data provides those individuals who
have been unemployed for at least a total of 3-6 months. I consider this medium-term
unemployment instead of long-term unemployment because long-term unemployment,
as measured in the existing literature, consists of years of unemployment. There is a
small subset of the sample that responded to this question which explains the lower
number of observations. I used state-level unemployment rates as an instrument for
the employment status of individuals. A dummy variable is used to depict those
individuals who have been unemployed for more than 3-6 months.

Very few demographics are affected by medium-term unemployment. White
mothers spent 8 percentage points less parental time when unemployed for a few
months. Time allocation to leisure is 8.1 percentage points more for this demographic
in such conditions. Time allocated to engaging in job search is higher by 4 percentage
points for white fathers. Black fathers are more likely to spend greater time with their
children (11 percentage points), this behavior is not reflected among black mothers,
when unemployed for longer time. Black mothers are more likely to spend greater time
for job search when faced with a medium-term unemployment. Being unemployed

for a few months versus immediate unemployment causes very limited behavioral
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changes from each demographic. Some demographics, like white mothers are more
likely to increase leisure time while others, like black mothers, increase job search
time. This section further supports the negligible income effect argument in the short

and medium run.

Mood indicators

Unemployment can cause emotional distraught leading to stress and decline in
mental well-being (Eliason & Storrie (2009), Baum et al. (1986) and Turner (1995)).
Parents, who face sudden unemployment, are concerned about the lack of adequate
income, financial stability of their families and payment of their children’s expenses.
Such factors can affect parental behavior towards their children by either spending
less time with them or being psychologically distressed.

This section discuses the effect of self-reported mood indicators, namely happi-
ness, sadness and stress, on the amount of time parents spend with their children as
a percentage of total time in a day. The mood indicators are reported on a discrete
scale with 0 being the lowest. This data ia available for only three years in my sample
- 2010, 2012 and 2013. T use the unemployment rate as an IV for parental employment
status and incorporate interaction between employment status and the level of mood
reported by parents in the regression analyses.

I find that a small subset of the 6 demographics studied here, is affected by these
indicators. Happier parents tend to share their happiness by spending an additional
4.8 percentage points time with their children. This result is consistent with white
parents but not black parents. White parents spend an additional 4 percentage points
more time with their children when they report 1 unit higher on the happiness scale.
White fathers and mothers increase parental time by 5 percentage points, respectively.

It is interesting to find that black parents respond to parental time when they

report a high value on the sadness scale. Fathers and mothers spend 1.9 and 2.2
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percentage points less time, respectively, with their children when they report to be
upset. I do not observe such behavior among white parents. Lastly, I also find that
only stressed black fathers reduce parental time by 2.8 percentage points. All other

demographics are non-responsive to higher levels of stress.

Elasticities

Time allocation to certain activities are more elastic than others when the em-
ployment conditions of parents change. More formally, 1 estimate the elasticity of time

use category A when employed with respect to when unemployed using the following

expression
oA
A KA _‘empt
et =B o (1.8)
Tunempt
where Te‘?npt gives average time allocated to activity A when employed; Tfnempt

gives average time allocated to activity A when unemployed:; 34 denotes the estimated
responsiveness of time use in activity A to changes in the employment status. Using
the estimates of the employment status variable from tables 1.4, 1.5 and 1.6 for all
six demographics, I find the elasticities for each demographic shown in table 1.8.
Elasticity of parental time is 0.27 for all individuals. It is slightly higher for white
parents (0.29) and much lower for black parents (0.14). Parental time is inelastic in
nature. Also, elasticity is higher for mothers than fathers when I analyze each race
separately. For the entire population, elasticity is higher for fathers than mothers.
Allocation of time to work is highly elastic for all demographics but much higher for
men than women. Elasticity of job search is perfectly inelastic. Time allocation to
household chores is inelastic also but statistically significant for only fathers. Leisure
is also inelastic and statistically significant at 1 percent level for all demographics

except black parents.
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1.6 Conclusion

Patterns of daily time schedules show that there is a behavioral response of
parents to the conditions of business cycle. Downturns in business cycle will force
unemployed parents, theoretically, to spend more time searching for new job oppor-
tunities. My paper attempts to find evidence to test the hypothesis that business
cycle changes causes parents, when unemployed, to spend a larger share of their time
searching for new employment. Using the unemployment rate as an indicator for
business cycle conditions, I look at the effect of its change on the total amount of
time, as a percentage of total time in a day, individuals spend engaging in various ac-
tivities such as leisure, household chores, job search and with their children. Parents
can spend time with their children by helping them in household chores, assisting in
school work, reading and listening, and child care.

My results show that parents, when unemployed due to a business cycle down-
turn, spend only 3 percentage points more time looking for new employment. The
larger share (32 percentage points) of their excess time is spent with their children
engaging in child care and other child productive activities. My data allows me to
focus on individuals who have been unemployed for a short period of time. In the
short run, parents are more focused towards their children’s welfare than looking for
new employment. This result is consistent in sign but not magnitude across various
demographics.

Though the regression estimates seems large in magnitude, the important im-
plication is the direction or the sign of these estimates. When parents lose their
employment, children welfare takes a higher priority than looking for new jobs. Un-
employed fathers also spend more time engaging in houschold chores. White un-
employed parents significantly reduce their leisure time. Such a change is not seen
among black parents. Demographic characteristics also play an important role in

determining parental time.
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This study reflects an interesting aspect of parental behavior in terms of the
time they spend in various activities. Unexpectedly, parents focus a lot more on
children when unemployed instead of looking for new employment in the short run.
The amount of time parents spend with their children is positively related to child
care. However, my results cannot provide evidence to show how changes in parental
time is associated with the long-term well-being of children. A broader implication of
my study is that an economic slowdown, or specifically a loss in employment, comes
with costs and some unexpected benefits. The gain in disposable time by losing
employment seems tc expand parental time, possibly because parents now have more
energy, greater social interaction or less money to spend on professional child care.
In the short run, they seem to focus on their children more than job search.

Employed parents are more likely to substitute parental time for work and com-
pensate for their time with income spent on professional child care. When unem-
ployed, the opportunity cost of spending time with children falls. While income effect
is negligible in the short-run, substitution effect is the driving force. I find evidence
to suggest that loss of employment causes potential changes in household dynamics.
Parents are likely to spend more time with children and fathers contribute more in
household chores while continuing to look for new employment opportunities. Short-
run unemployment might actually be beneficial for children even though long-run is
not.

Short-run business cycle changes may be a blessing in disguise to strengthen the
bond between parents and children. These results create a vital need to explore these
relationships and provide suitable policy measures at the school level where parents
can be educated, appropriately, regarding the importance of their time in the welfare
and future development of their children, so that they do not wait for an economic

slowdown or temporary unemployment to spend more time with their children.

24



Figure 1.1: Time Trend of National Average Unemployment Rate
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Figure 1.2: Time Trend of National Average Unemployment Rate: White and Black
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Table 1.1: Description Statistics: Unemployment rate

Variable Observations Mean Std. Dev
All individuals

Unemployment rate 612 6.25 2.12
Labor force rate 612  65.65 4.19
Men

Unemployment rate 612 6.58 2.41
Labor force rate 612 T71.81 4.21
Women

Unemployment rate 612 5.89 1.90
Labor force rate 612 59.86 4.44

All White individuals
Unemployment rate 612 5.45 1.99
Labor force rate 612 66.10 4.71

White Men
Unemployment rate 612 5.75 2.30
Labor force rate 612 72.63 4.75

White Women
Unemployment rate 612 5.11 1.72
Labor force rate 612  59.82 5.35

All Black individuals
Unemployment rate 507 12.17 3.98
Labor force rate 507  63.96 523

Black Men
Unemployment rate 441  13.36 4.70
Labor force rate 441  66.56 5.99

Black Women
Unemployment rate 428  11.40 3.81
Labor force rate 428 60.96 4.78

Source: Bureau of Labor Statistics. Unit of observation: state/year.
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Table 1.2: Descriptive Statistics: Time Allocated to Various Activities

When employed When unemployed Mean Difference
Section 1 Section 2 Section 3

Variable N Mean Std. Dev. N Mean Std. Dev.
Children 408,314  0.247 0.431 | 29,428 0.296 0.457 -0.049%**
Work 408,314  0.168 0.374 | 29,428 0.007 0.081 0. 16]1F%x
Leisure 408,314  0.327 0.469 | 29,428 0.340 0.474 -0.013%%*
Chores 408,314  0.257 0.437 | 29,428 0.326 0.469 -0.069%**
Job Search 408,314 0.001 0.026 | 29,428 0.031 0.173 -0.038*%*

Source: American Time Use Survey. Unit of observations: Ratio of time spent in activity given in
column 1 divided by total time in a day in minutes.

Notes: Section 1 gives the mean and standard deviations of time spent on various activities of indi-
viduals who are employed. Section 2 gives the above information of individuals who are unemployed.
The last column shows the difference between the mean time spent by employed and unemployed
individuals engaging in activities given in column 1. # % xp < 0.01 for the difference in mean. The
mean difference between the two are statistically significant.

Table 1.3: Descriptive Statistics: Control variables

When employed When unemployed Mean

Section 1 Section 2 Section 3
Variable N Mean  Std. Dev. N Mean Std. Dev. Difference
Age (in years) 408,314  40.215 9.149 | 29,428 37.291 10.425 2.924%**
Below high school 408,314  0.059 0.235 | 29,428  0.167 0.373 | -0.109%**
High school 408,314 0.216 0.412 | 29,428 0.298 0.457 | -0.082%**
College 408,314  0.725 0.446 | 29,428  0.535 0.499 0.190%**
Single 408,314  0.257 0.437 | 29,428  0.454 0.498 | -0.197%**
Spousal employment status 408,314  0.636 0.481 | 29,428  0.495 0.500 0.142%**
Spousal income (weekly in log) 408,003  6.409 3.909 | 29,391  5.016 4.314 1,393%**

Source: American Time Use Survey. Unit of observations: Years for age, percentage for education
level, marital status and spousal employment, log of income for spousal income.

Notes: Section 1 gives the mean and standard deviations of the control variables of individuals who
are employed. Section 2 gives the above information of individuals who are unemployed. The last
column shows the difference between the mean value of the control variables, given in column 1, for
employed and unemployed individuals. #*xp < 0.01 for the difference in mean. The mean difference
between the two are statistically significant.
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Table 1.4: Estimates from an IV Estimation: All Individual

) ®) ® @ ®
Children Work Leisure  HH chores Job search
All individuals
Employment status
1 if unemployed 0.318***  -0.127**  -0.286™" 0.0567 0.0388***
(0.0559)  (0.0544)  (0.0577) (0.0437) (0.00318)
Observations 437742 437742 437742 437742 437742
All men
Employment status
1 if unemployed 0.276***  -0.276**  -0.214*** 0.163** 0.0518***
(0.0763)  (0.0681)  (0.0734) (0.0735) (0.00706)
Observations 172037 172037 172037 172037 172037
All women
Employment status
1 if unemployed 0.252***  -0.0189  -0.268*** 0.00706 0.0285***
(0.0552)  (0.0498)  (0.0540) (0.0418) (0.00571)
Observations 265705 265705 265705 265705 265705

Standard errors in parentheses
*p <010, " p < 0.05, *** p < 0.01

Source: Bureau of Labor Statistics and American Time Use Survey. Dependent variable: Ratio of
time spent in one of the five activities to total time available in a day.

Notes: The columns show the estimated coefficients from equation 1.6. The table gives the estimates
for all individuals, only men and only women respectively in the three sections. The standard errors
are given in parenthesis under the coefficient estimates. They are robust and clustered at state level.
I use marital status, age, race, family income, education level and spousal employment status as
control variables.
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Table 1.5: Estimates from an IV Estimation: White

(1) (2) (3) (4) (5)
Children Work Leisure  HH chores Job search

White individuals
Employment status

1 if unemploved 0.352***  -0.195***  -0.286*** 0.0876* 0.0414***
(0.0619)  (0.0706)  (0.0575) (0.0468) (0.00417)

Observations 367333 367333 367333 367333 367333

White men

Employment status

1 if unemploved 0.286***  -0.340***"  -0.228*** 0.231*** 0.0511***
(0.0769)  (0.0782)  (0.0755) (0.0840) (0.00813)

Observations 148465 148465 148465 148465 148465

White women
Employment status

1 if unemployed 0.308** -0.0673  -0.288*** 0.0190 0.0283***
(0.0604)  (0.0615)  (0.0570) (0.0449) (0.00560)
Observations 218868 218868 218868 218868 218868

Standard errors in parentheses
*p<0.10, * p < 0.05 *** p < 0.01

Source: Bureau of Labor Statistics and American Time Use Survey. Dependent variable: Ratio of
time spent in one of the five activities to total time available in a day.

Notes: The columns show the estimated coefficients from equation 1.6. The table gives the estimates
for the sample of white population - all individuals, only men and only women respectively in the
three sections. The standard errors are given in parenthesis under the coefficient estimates. They
are robust and clustered at state level. I use marital status, age, race, family income, education level
and spousal employment status as control variables.
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Table 1.6: Estimates from an IV Estimation: Black

(1) (2) (3) (4) (5)
Children Work Leisure  HH chores Job search

Black individuals
Employment status

1 if unemployed 0.173***  -0.0978*  -0.129** 0.00531 0.0486***
(0.0417)  (0.0499)  (0.0653) (0.0556) (0.0101)
Observations 41667 41667 41667 41667 41667

Black men
Employment status

1 if unemployed 0.129**  -0.241***  -0.0657 0. L15%* 0.0629***
(0.0626)  (0.0783)  (0.0897) (0.0528) (0.0142)
Observations 11715 11715 11715 11715 11715

Black women
Employment status

1 if unemployed 0.154**  -0.132***  -0.0740 0.00965 0.0416%**
(0.0520)  (0.0509) (0.0485)  (0.0555) (0.00936)
Observations 29952 29952 29952 29952 29952

Standard errors in parentheses
* p<0.10,* p < 0.05 *** p<0.01

Source: Bureau of Labor Statistics and American Time Use Survey. Dependent variable: Ratio of
time spent in one of the five activities to total time available in a day.

Notes: The columns show the estimated coefficients from equation 1.6. The table gives the estimates
for the sample of black population - all individuals, only men and only women respectively in the
three sections. The standard errors are given in parenthesis under the coefficient estimates. They
are robust and clustered at state level. I use marital status, age, race, family income, education level
and spousal employment status as control variables.
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Table 1.7: Anticipated Versus Unanticipated Unemployment: IV Estimates

0 @ ® @ )
Children Work Leisure  HH chores  Job search
Employment status
1 if unemployed 0.443*** -0.135 -0.452%** 0.111* 0.0337***
(0.110) (0.105)  (0.0835) (0.0643) (0.00672)
New /re-entrants 0.0379**  -0.0151  -0.0313* 0.00315 0.00535%**
(0.0176)  (0.0128)  (0.0179) (0.0138) (0.00207)
New /re-entrants x Employiment status -0.401***  0.00668  0.454*** -0.0446 -0.01527
(0.112)  (0.0999)  (0.0883) (0.0646) (0.00805)
Laid-off 0.0100 0.00340  -0.0203** 0.00368 0.00325%**
(0.0121)  (0.0155) (0.0103)  (0.0105)  (0.00101)
Laid-off x Employment status -0.386*  -0.0452  0.456*** -0.0432 0.0182*
(0.110)  (0.111)  (0.0816)  (0.0661)  (0.0105)
Temporary job ended -0.0118 -0.0151 0.00231 0.0197 0.00485*
(0.0256)  (0.0159)  (0.0198) (0.0248) (0.00264)
Temporary job ended x Employment status -0.381***  -0.0213  0.452*** -0.0566 0.00658
(0.105) (0.111)  (0.0927) (0.0762) (0.00887)
Resigned -0.00557  0.00986  -0.0249 0.0132 0.00746*
(0.0229)  (0.0187)  (0.0210)  (0.0164)  (0.00433)
Resigned x Employment status -0.396*  -0.0375  0.446"* -0.0115 -0.00158
(0.117) (0.112)  (0.0938) (0.0706) (0.0116)
Observations 437742 437742 437742 437742 437742

Standard errors in parentheses
* p<0.10, ** p < 0.05, *** p < 0.01

Source: Bureau of Labor Statistics and American Time Use Survey. Dependent variable: Ratio of

time spent in one of the five activities to total time available in a day.

Notes: The table gives the estimates for the whole population. I use marital status, age, race, sex,

spousal employment status, family income and education level as control variables. Equation 1.6 was

modified to include dummy variables for various reasons of unemployment. The standard errors are

given in parenthesis under the coefficient estimates. They are robust and clustered at state level.
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Table 1.8: Elasticities

Children Work Leisure HH chores  Job Search
All individual 0266 B o0Q%kX () O7EERE 0.045 0.001***
All men 0.230%%%  _g.972%*x  _( 206%** 0.128*%* 0.001%**
All women 0.210%** -0.477  -0.258%*+* 0.006 0.001***
White individuals  0.204*%*  _4 926%**  _() 275%** 0.069* 0.001***
White men 0.234%¢*  _g 89k*+ () 9]10Q%** 0.183%*%* 0.001***
White women (257 3%x -1.700  -0.277*+** 0.015 0.001 ***
Black individuals — 0.144%%%* -2.471* -0.124% 0.004 0.001***
Black men 0.108%*%  _6.088%** -0.063 0.091** 0.001%**
Black women 0.129%%*  _3 334%** -0.071 0.008 0.001%**

*p < 0.10, * x p < 0.05, * *xp < 0.01

Source: Bureau of Labor Statistics and American Time Use Survey.
Notes: The table gives the elasticities for different samples of the population as given in the rows.
I estimate the elasticity of time use category A when employed with respect to when unemployed

ncn T
using the following expression e = ,(3'4—;331)—. Here, Téi}npi gives average time allocated to activity

Tunemp.',

A when employed; 71 ot gives average time allocated to activity A when unemployed; 34 denotes
the estimated responsiveness of time use in activity A to changes in the employment status. I use
the estimates of the employment status variable from tables 1.4, 1.5 and 1.6 for all six demographics.
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1.7 Appendix

Parental Resource Allocation: Theoretical Analyses

Simple 3 good model: Parental time with children, leisure time, market

goods

Parents allocate their time between work and non-work activities. Individuals
earn a wage rate of w for every hour spent at work. They earn a utility from consuming
goods and services bought from the income earned, and the time they spend with
their children and on their leisure. Parental utility function, U,, consists of the time
they spend with their children (C;), time spent on their personal leisure (L, )and total

goods and services consumed by them (X).

U, = U(Cy, X, L) (A1)

where C; is the time spent with children, X is the total amount of goods and
services consumed by the parents, and L, is the time spent on leisure by parents.

Parents face the following budget constraint

wt = P,X
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Let P, = price of consumption goods = 1 and t = total working hours, the budget

constraint becomes

t=24—L,—C,

'UJ(24 e Lp = Ct) =X

24w — wL, — wC;— X =0 (A.2)

where total time spent at work is the difference between total time available,
which is 24 hours, and the time spent in other non-income earning activities (L, and
(), and assuming the price of consumption goods to be unity. I maximize parental
utility U, (equation A.1) subject to their budget constraint (equation A.2) using the
Lagrange’s multiplier. For simplicity, I assume the parental utility function, U, to be

Cobb-Douglas with unit elasticity.

b =0 X, Ly) = G XRL % F (A.3)

Using Lagrange’s optimization, I obtain the following equilibrium values

L, =24(1-a— f) (A.4a)
Cf = 24a (A.4Db)
X* =24wp (Adc)
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Integrating Production of Child Care in Parents’ Utility

Becker (1988) discussed how time and income spent by parents are essential for
production of children. Parents care about their children and their wellbeing. Their
utility consists of the amount of goods and services they consume, the time they spent
at leisure and their children’s wellbeing (in terms of childcare they provide). In this
section, I assume that parents’ utility is affected by the amount of care they provide
to their children in terms of income and time spent on them. I modify equation A.1

to

UP = U(C(Xca Lc): XP= LP) (AS)

where C(X,, L.) gives the production function of childcare given by parents
which is a function of the goods and services consumed by their children, X, and
the parental time spent with them, L.. Also, parental consumption of goods and
services is given by X, and their leisure is depicted by L,. For this model, I assume
that parents spend a fixed share of their income on X, and a fixed share of their

non-working hours on their children, L.. Therefore,

Xe+X,=X & Le+L,=1L (A.6)

I assume X, = aX and L, = bL where 0 < a,b < 1. This implies X, = (1 —a)X
and L, = (1 —b)L. Let the production function of childcare also be Cobb-Douglas in

nature with the following expression

C(Xe, Le) = XoLe = abX L (A7)

Now, the new utility function of parents’ is defined as below
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Up = U(C( X, L), Xy Lip) = [CLX L )P XS L 2P = AX@HALI-A  (AB)

Maximizing the utility function of parents given by equation A.8 subjected to a

new modified budget constraint given as,

2w — wL — X =0 (A.9)

The equilibrium values are as follows

i 53,0 B )
X' = 20w s (A.10b)

Optimum consumption of parents

24(1 — B) (a+B)
* — — e — TR ¥ = 1 =
Ly=(1-1b) 15 ; Xp = 24w( a)(1+a)
Optimum consumption of children
24(1 - pB) (a+B)
Li=b——m; X = a
. 0+o) X; = 24wa (%o

Including Non-Wage Income

In the previous two sections, I analyzed a model for parental behavior which
focused only on parental wage income. The primary and only source of income, for
parents, was wage income, earning at a rate of w per hour. In this section, I explore

the conditions under which parents earn both wage and non-wage income which is a
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lump sum amount given by I. Parental utility function remains the same as given in
equation A.8. The budget constraint is modified to include a non-wage income along
with a wage income. Here, the non-wage income is independent of their employment
status. Non-wage income can be obtained from savings, spousal income and gifts and
bequests or family income for which an individual does not spend any hours working.

The budget constraint changes to

4w —-wL-X+1=0 (A.11)

The new optimum values are

_ (24w + I)(1 — B)

£ H 4l (A.12a)
W (24w +I)(a+B)
X* = T (A.12b)

Consumption of goods and services increases while the change in hours spent
on leisure is ambiguous when wage rate, w, increases. When parents lose their jobs
and become unemployed. the whole 24 hours of time is divided into own leisure and

parental time.

Estimates from the IV regressions for various demographics

This section gives the regression estimates for each demographic including the
estimates of control variables. The estimates show that single white parents spend
less time with their children by 1.3 and 1.9 percentage points for mothers and fathers,
respectively. Such a behavior is not seen among black parents. They do not change
their parental time in the absence of a spouse or partner. Single white fathers allocate
less time for work but more for household chores (table 1.13). Black single fathers do

not change their time allocation for work significantly at conventional levels (table

38



1.16) but spends greater time doing household chores by 2.5 percentage points. White
single mothers spend more time looking for employment (table 1.14) while black single
mothers spend less time engaging in household chores and more time at leisure (table
1175,

Higher educational achievement causes higher allocation to parental time with
children. Here the omitted group is that with a college degree. There is a direct
relationship between educational achievement and parental time. Parents with higher
educational degree spend more time with their children. More education also allows
parents to spend lesser number of hours at work as they earn a higher wage. Table 1.10
shows that all high school graduate fathers with no college degree spent 6 percentage
points less time with their children while those with lower educational qualification
spend 9 percentage points less time with their children when compared to college
graduate fathers. Less educated mothers are more likely to be engaged in household
chores than those with more education. Mothers with less than a high school degree
spend 9.6 percentage points less time with their children and 4.2 percentage points
more engaging in household chores (table 1.11).

White (table 1.13) and black fathers (table 1.16) have similar parental behavior
when I compare their educational qualification but the magnitude of the estimates
differ. With only a high school degree, black and white fathers spend 3 and 6.5 per-
centage points less time with their children, respectively. However, those with lower
education level spend 3.5 and 9.7 percentage points less parental time as compared
to college graduates for black and white fathers, respectively. Less educated white fa-
thers also spend less time engaging in household chores - a behavior not mimicked by
black fathers. Additionally, more educated fathers spend less time searching for new
employment opportunities as compared to those with lower education. This behavior
is seen among black fathers also. Similar trend is seen among white (table 1.14) and

black (table 1.17) mothers, but with different magnitudes for the regression estimates.
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There is a 3.5 percentage points drop in parental time when educational qualification
falls from college graduates to high school level and an additional 2 percentage points
from high school level to below for black mothers. The corresponding estimates for
white mothers are 6.5 and 11 percentage points, respectively.

Spousal employment status acts as an important factor in determining parental
time allocation with their children. Individuals supported by employed spouses should
have more time to spend with their children. Such behavior is seen among white
parents but not among black parents. White parents spend more time with their
children and engaging in household chores; and lesser hours at work when they have
an employed spouse. They also lower job search time when supported by employed
partners (table 1.12). Black mothers are not affected by their partners’ employment
status when allocating time in different activities except with their children (table
1.17). Black fathers only increases hours spent on household chores when they have
an employed partner (table 1.16).

Family income plays a significant role in defining parental time. It specifies
the purchasing power and the standard of living of the household. In my analysis,
annual family income is divided into four categories - those receiving annually less
than $30000, between $30000 and $50000, between $50000 and $100000, and more
than $100000. As families move to higher income brackets, they spend more time with
their children. Families in the lowest income bracket spend 2.5 percentage points less
time with their children (table 1.9). Individuals in the next higher income bracket
spends 1 percentage points less time with their children. Individuals with family
income between $50000 and $100000 spend 1.3 percentage points more time with
their children, and individuals with family income above $100000 spends 5 percentage
points more time with their children.

A similar trend is seen among white parents (table 1.12). At the lowest income

bracket, white mothers spend 3.5 percentage points less time with their children and
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at the highest income bracket of family income, they spend 4.8 percentage points
more time with their children (table 1.14). White fathers behave in a similar manner.
The corresponding estimates for this demographic are -2 and 5 percentage points,
respectively (table 1.13).

Black parents living in a rich household spend more time with their children
as compared to black parents living in a poor household (table 1.15). Black fathers
allocate 4.6 percentage points more time when they live in the lowest income bracket
household. In the middle income range, they increase the time with their children by
4 percentage points. Fathers belonging to the highest income bracket (above $100000)
spend 7 percentage points more time with their children (table 1.16). Surprisingly,
black mothers are not affected significantly by their household income level (table
1.17). The coefficient, estimates of all income groups are statistically insignificant at
conventional levels except for the lower-middle income group. Black mothers living
in a houschold with a family income of $30000-$50000 allocate 2.5 percentage points

more time with their children than their counterparts.
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Table 1.9: All individuals

(1) (2) (3) (4) (5)
Children Work Leisure HH chores Job search
Employment status
1 if unemployed 0.318%** -0.127** -0.286*** 0.0567 0.0388***
(0.0559) (0.0544)  (0.0577)  (0.0437) (0.00318)
Age -0.00891*%**  0.00176*** 0.00367***  0.00339***  0.0000882***
(0.000153)  (0.000130) (0.000136) (0.000106)  (0.0000119)
Below HS -0.106*** 0.0427**  0.0662*** 0.000496 -0.00335***
(0.00575)  (0.00336)  (0.00509)  (0.00466)  (0.000704)
High School -0.0671%** QOLTH* 0:051 27 -0.000434 -0.00120***
(0.00307) (0.00237) (0.00251) (0.00182) (0.000295)
single -0.00147 -0.0293**  -0.0161***  0.0469*** -0.0000911
(0.00396) (0.00258) (0.00318) (0.00195) (0.000393)
Family income <30K -0.0256*** -0.0124* 0.0261** 0.0117" 0.000164
(0.00676)  (0.00698)  (0.00677)  (0.00605)  (0.000639)
Family income 30-50k -0.0105** -0.00216 0.0118**  -0.0000548  0.000998**
(0.00450)  (0.00383)  (0.00484)  (0.00394)  (0.000487)
Family income 50-100K  0.0136*** -0.00189 -0.00630 -0.00617 0.000727**
(0.00406)  (0.00338)  (0.00441)  (0.00391)  (0.000347)
Family income >100k 0.0493**~ 0.000537  -0.0324***  -0.0177**" 0.000311
(0.00347)  (0.00292)  (0.00390)  (0.00401)  (0.000368)
Spousal emp status
1 if employed 0.0122***  -0.0421***  -0.0301***  0.0611*** -0.00111***
(0.00270)  (0.00160)  (0.00190)  (0.00158)  (0.000318)
Observations 437742 437742 437742 437742 437742

Standard errors in parentheses
*p <010, * p<0.05 ™ p<0.01

Source: Bureau of Labor Statistics and American Time Use Survey. Dependent variable: Ratio of time spent
in one of the five activities to total time available in a day.

Notes: The columns show the estimated coefficients from equation 1.6. The table gives the estimates for
the whole population. The standard errors are given in parenthesis under the coeflicient estimates. They
are robust and clustered at state level. I use marital status, age, race. family income, education level and

spousal employment status as control variables.
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Table 1.10: All Men

0 ®) ®) @ ®
Children Work Leisure HH chores  Job search
Employment status
1 if unemployed 0.276*** -0.276** -0.214*** 0.163** 0.0518***
(0.0763) (0.0681) (0.0734) {(0.0735) (0.00706)
Age -0.00701***  0.00144***  0.00350***  0.00202***  0.0000557**
(0.000179)  (0.000146) (0.000206) (0.000118)  (0.0000271)
Below HS -0.0905*** 0.0499*** 0.0648***  -0.0220*** -0.00220*
(0.00487) (0.00456) (0.00533) (0.00396) (0.00115)
High School -0.0619*** 0.0164*** 0.0480*** -0.000505  -0.00200***
(0.00430) (0.00384) (0.00347) (0.00314) (0.000526)
single -0.0245***  -0.0208*** 0.00353 0.0405*** 0.00126
(0.00450) (0.00338) (0.00425) (0.00344) (0.000909)
Family income <30K -0.0153* -0.00956 0.0278*** -0.00542 0.00242**
(0.00908) (0.00822) (0.00781) (0.00696) (0.00123)
Family income 30-50k -0.00609 -0.0127** 0.0136* 0.00443 0.000770
(0.00654) (0.00648) (0.00750) (0.00604) (0.000890)
Family income 50-100K  0.0223*** -0.0219***  -0.0161** 0.0155*** 0.000248
(0.00708) (0.00593) (0.00737) (0.00574) (0.000622)
Family income >100k 0.0586*** -0.0235%**  -0.0457*** 0.0110* -0.000407
(0.00737) (0.00615) (0.00776) (0.00577) (0.000609)
Spousal emp status
1 if employed -0.00395* -0.0193*** -0.00349 0.0273*** -0.000635
(0.00238) {0.00256) (0.00246) (0.00229) (0.000418)
Observations 172037 172037 172037 172037 172037

Standard errors in parentheses
*p<0.10, " p < 0.05, *** p < 0.01

Source: Bureau of Labor Statistics and American Time Use Survey. Dependent variable: Ratio of
time spent in one of the five activities to total time available in a day.

Notes: The columns show the estimated coefficients from equation 1.6. The table gives the estimates
for the sample of all men population. The standard errors are given in parenthesis under the
coefficient estimates. They are robust and clustered at state level. I use marital status, age, race,

family income, education level and spousal employment status as control variables.
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Table 1.11: All Women

(1) (2) (3) (4) (5)
Children Work Leisure HH chores Job search
Employment status
1 if unemployed 0.252*** -0.0189 -0.268*** 0.00706 0.0285***
(0.0552) (0.0498) {(0.0540) (0.0418) (0.00571)
Age -0.00986***  0.00169***  0.00325***  0.00485***  0.0000664***
(0.000218)  (0.000148) (0.000170) (0.000134)  (0.0000147)
Below HS -0.0966*** 0.0110* 0.0476*** 0.0422*** -0.00410***
(0.00750) (0.00636) (0.00704) (0.00665) (0.00108)
High School -0.0603***  0.00780***  0.0422*** 0.0112**  -0.000947***
(0.00336) (0.00295) (0.00308) (0.00210) (0.000319)
single -0.0155%** 0.00934** 0.0168***  -0.0118*** 0.001107**
(0.00506) (0.00394) (0.00389) (0.00385) (0.000352)
Family income <30K -0.0311*** -0.0126* 0.0299*** 0.0137** 0.000138
(0.00670) (0.00712) (0.00799) (0.00623) (0.000813)
Family income 30-50k -0.00895 0.00101 0.00756 -0.000448 0.000831*
(0.00581) (0.00433) {0.00533) (0.00459) (0.000462)
Family income 50-100K 0.0127** 0.00489 -0.00447  -0.0139***  0.000797***
(0.00509) (0.00389) (0.00502) (0.00421) (0.000305)
Family income >100k 0.0485*** 0.00719* -0.0306***  -0.0258*** 0.000648*
(0.00442) (0.00411) (0.00465) (0.00546) (0.000371)
Spousal emp status
1 if employed 0.00144 -0.0209***  -0.0139***  0.0339*** -0.000492
{(0.00379) (0.00302) (0.00388) (0.00364) (0.000331)
Observations 265705 265705 265705 265705 265705

Standard errors in parentheses
*p<0.10, ** p < 0.05, ** p < 0.01

Source: Bureau of Labor Statistics and American Time Use Survey. Dependent variable: Ratio of
time spent in one of the five activities to total time available in a day.

Notes: The columns show the estimated coefficients from equation 1.6. The table gives the estimates
for the sample of all women population. The standard errors are given in parenthesis under the
coefficient estimates. They are robust and clustered at state level. I use marital status, age, race,

family income, education level and spousal employment status as control variables.
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Table 1.12: All White individuals

) @ ® @ ®)
Children Work Leisure HH chores  Job search
Employment status
1 if unemployed (.352% -0.195*** -0.286*** 0.0876* 0.0414***
(0.0619) (0.0706) (0.0575) (0.0468) (0.00417)
Age -0.00913***  0.00164***  0.00377***  0.00364***  0.0000817***
(0.000182)  (0.000125) (0.000151) (0.000123)  (0.0000141)
Below HS -0.117%* 0.0539** 0.0681*** -0.00200 -0.00333***
(0.00629) (0.00352) (0.00517) (0.00563) (0.000835)
High School -0.0711%  0.0200***  0.0513*** 0.00125 -0.00145***
(0.00312) (0.00244) (0.00259) (0.00225) (0.000294)
single 0.00178 -0.0286™**  -0.0243***  0.0510** 0.000136
{(0.00444) (0.00248) (0.00396) (0.00255) (0.000436)
Family income <30K -0.0291*** -0.00848 0.0283*** 0.00920 0.0000658
(0.00740) (0.00876) (0.00726) (0.00704) (0.000726)
Family income 30-50k -0.0165%* -0.00206 0.0183***  -0.000310 0.000582
(0.00477) (0.00452) (0.00512) (0.00415) (0.000474)
Family income 50-100K  0.0104** -0.00349 0.0000143  -0.00775* 0.000799**
(0.00420) (0.00389) (0.00486) (0.00454) (0.000366)
Family income >100k 0.0453*** -0.000783  -0.0241***  -0.0207*** 0.000331
(0.00390) (0.00339) (0.00408) (0.00460) (0.000409)
Spousal emp status
1 if employed 0.0129*** -0.0427**  -0.0309*** 0.0618*** -0.00112%**
(0.00294) (0.00200) (0.00223) (0.00220) (0.000345)
Observations 367333 367333 367333 367333 367333

Standard errors in parentheses
*p < 0.10, ™ p < 0.05, *** p<0.01

Source: Bureau of Labor Statistics and American Time Use Survey. Dependent variable: Ratio of
time spent in one of the five activities to total time available in a day.

Notes: The columns show the estimated coefficients from equation 1.6. The table gives the estimates
for the sample of all white population. The standard errors are given in parenthesis under the
coefficient estimates. They are robust and clustered at state level. I use marital status, age, race,

family income, education level and spousal employment status as control variables.
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Table 1.13: All White Men

(1) (2) (3) (4) (5)

Children Work Leisure HH chores  Job search

Employment status
1 if unemployed 0.286** -0.340%* -0.228%* 0.231*** 0.0511**
(0.0769) (0.0782) (0.0755) (0.0840) (0.00813)

Age -0.00726***  0.00159***  0.00352***  0.00207***  0.0000700**
(0.000265)  (0.000135)  (0.000253) (0.000125)  (0.0000282)

Below HS 20,0973 0.0579**  0.0689***  -0.0272***  -0.00238**
(0.00473)  (0.00504)  (0.00560)  (0.00448)  (0.00120)

High School 0.0647*  0.0199***  0.0498***  _0.00254  -0.00257***
(0.00443)  (0.00398)  (0.00380)  (0.00351)  (0.000491)

single 2001964 -0.0202**  -0.00420  0.0427***  0.00127
(0.00533)  (0.00400)  (0.00482)  (0.00341)  (0.000890)

Family income <30K -0.0208*~ -0.00353 0.0295*** -0.00790 0.00274**
(0.00895) (0.00976)  (0.00867)  (0.00782) (0.00138)

Family income 30-50k -0.0113*  -0.00956  0.0182**  0.00200 0.000646
(0.00654)  (0.00680)  (0.00744)  (0.00631)  (0.000842)

Family income 50-100K  0.0166**  -0.0202***  -0.0104  0.0137** 0.000175
(0.00739)  (0.00632)  (0.00668)  (0.00603)  (0.000777)

Family income >100k  0.0510***  -0.0207***  -0.0381***  0.00841  -0.000636
(0.00725)  (0.00647)  (0.00603)  (0.00562)  (0.000779)

Spousal emp status

1 if employed -0.00265  -0.0182***  -0.00402  0.0253***  -0.000454
(0.00282)  (0.00261)  (0.00269)  (0.00243)  (0.000420)
Observations 148465 148465 148465 148465 148465

Standard errors in parentheses
*p < 0.10, ** p < 0.05, " p < 0.01

Source: Bureau of Labor Statistics and American Time Use Survey. Dependent variable: Ratio of
time spent in one of the five activities to total time available in a day.

Notes: The columns show the estimated coefficients from equation 1.6. The table gives the estimates
for the sample of all white men population. The standard errors are given in parenthesis under the
coefficient estimates. They are robust and clustered at state level. I use marital status, age, race,

family income, education level and spousal employment status as control variables.
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Table 1.14: All White Women

(1) (2) (3) (4) ()

Children Work Leisure HH chores Job search

Employment status
1 if unemployed 0.3087* -0.0673 -0.288*** 0.0190 0.0283***
(0.0604) {0.0615) (0.0570) (0.0449) {0.00560)

Age -0.0101***  0.00137***  0.00341***  0.00525***  0.0000521***
(0.000213)  (0.000143) (0.000161) (0.000141)  (0.0000138)

Below HS S0.112%% 0.02147%  0.0474***  0.0476***  -0.00398***
(0.00933)  (0.00644)  (0.00799)  (0.00841)  (0.00105)

High School -0.0652***  0.00899***  0.0412***  0.0159***  -0.000886***
(0.00362)  (0.00272)  (0.00309)  (0.00214)  (0.000314)

single -0.0135***  0.00869**  0.00802*  -0.00462  0.00145***
(0.00520)  (0.00374)  (0.00458)  (0.00378)  (0.000420)

Family income <30K  -0.0358***  -0.0114  0.0363"*  0.0110  -0.00000397
(0.00745)  (0.00858)  (0.00786)  (0.00729)  (0.000867)

Family income 30-50k  -0.0162**  0.000298  0.0169***  -0.00146 0.000426
(0.00654)  (0.00469)  (0.00566)  (0.00470)  (0.000502)

Family income 50-100K  0.0106"*  0.00291 0.00267  -0.0171***  0.000963***
(0.00482)  (0.00441)  (0.00566)  (0.00474)  (0.000366)

Family income >100k  0.0474***  0.00521  -0.0223"** -0.0311***  0.000720*
(0.00506)  (0.00482)  (0.00501)  (0.00597)  (0.000403)

Spousal emp status

1 if employed -0.00154  -0.0220***  -0.0119***  0.0357***  -0.000390
(0.00411)  (0.00276)  (0.00399)  (0.00370)  (0.000395)
Observations 218868 218868 218868 218868 218868

Standard errors in parentheses
*p <010, " p<0.05 *** p<0.01

Source: Bureau of Labor Statistics and American Time Use Survey. Dependent variable: Ratio of
time spent in one of the five activities to total time available in a day.

Notes: The columns show the estimated coefficients from equation 1.6. The table gives the estimates
for the sample of all white women population. The standard errors are given in parenthesis under
the coefficient estimates. They are robust and clustered at state level. I use marital status, age,
race, family income, education level and spousal employment status as control variables.
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Table 1.15: All Black individuals

(1) (2) (3) (4) (5)
Children Work Leisure HH chores  Job search
Employment status
1 if unemployed 0.173*** -0.0978~ -0.129** 0.00531 0.0486***
(0.0417) (0.0499) (0.0653) (0.0556) (0.0101)
Age -0.00777***  0.00177***  0.00382***  0.00199***  0.000192***
(0.000346)  (0.000291) (0.000382) (0.000321) (0.0000629)
Below HS -0.0580™** 0.00401 0.0528*** 0.00637 -0.00520**
{(0.00980) (0.0103) (0.0115) (0.0122) (0.00257)
High School -0.0425%** 0.00856 0.0411** -0.00597 -0.00126
(0.00556) (0.00593)  (0.00661) (0.00801) (0.00104)
single 0.00742 -0.0148** -0.00888 0.0180** -0.00172
(0.00933) (0.00625) (0.00837) (0.00832) (0.00185)
Family income <30K 0.0118 -0.00756 -0.0152 0.0109 0.0000253
(0.00979) (0.0103) (0.0106) (0.00956) (0.00184)
Family income 30-50k 0.0203** 0.0122 -0.0213** -0.0162 0.00503**
(0.00941) (0.0110) (0.0105) (0.0102) (0.00214)
Family income 50-100K 0.0175* 0.0143 -0.0302** -0.00289 0.00123
(0.00938)  (0.0112)  (0.0123)  (0.0128)  (0.00140)
Family income >100k 0.0360*** 0.0153 -0.0553*** 0.00163 0.00238
(0.0132) (0.0115) (0.0143) (0.0134) (0.00164)
Spousal emp status
1 if emploved 0.00101 -0.0144** 0.00361 0.0113 -0.00150
(0.00650) (0.00674)  (0.00680) (0.00704) (0.00220)
Observations 41667 41667 41667 41667 41667

Standard errors in parentheses
*p <010, " p<0.05, ** p<0.01

Source: Bureau of Labor Statistics and American Time Use Survey. Dependent variable: Ratio of
time spent in one of the five activities to total time available in a day.

Notes: The columns show the estimated coefficients from equation 1.6. The table gives the estimates
for the sample of all black population. The standard errors are given in parenthesis under the
coefficient estimates. They are robust and clustered at state level. I use marital status, age, race,

family income, education level and spousal employment status as control variables.
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Table 1.16: All Black Men

(1) (2) (3) (4) (5)
Children Work Leisure HH chores  Job search

Employment status
1 if unemployed 0.129** -0.241%** -0.0657 0.115** 0.0629***
(0.0626) (0.0783) (0.0897) {0.0528) (0.0142)

Age -0.00428***  -0.000621  0.00269***  0.00222***  -0.00000547
(0.000490)  (0.000519)  (0.000511)  (0.000489)  (0.000147)

Below HS -0.0349* -0.0126  0.0506***  -0.00377  0.000706
(0.0183) (0.0152)  (0.0177)  (0.0155)  (0.00543)

High School -0.0315***  -0.0107  0.0244**  0.0168* 0.00101
(0.0118) (0.0111)  (0.00988)  (0.00993)  (0.00308)

single -0.0136 -0.0214 0.00940  0.0257**  -0.0000673
(0.0108) (0.0141)  (0.0162)  (0.0100)  (0.00343)

Family income <30K 0.0463***  -0.0297**  -0.0237 0.00760  -0.000531
(0.0154) (0.0133)  (0.0218)  (0.0159)  (0.00573)

Family income 30-50k 0.0406** -0.0208 -0.0378* 0.0165 0.00150
(0.0158) (0.0134) (0.0224) (0.0155) (0.00561)

Family income 50-100K  0.0380**  -0.0280**  -0.0391*  0.0291**  0.00000483
(0.0163) (0.0133)  (0.0234)  (0.0144) (0.00427)

Family income >100k 0.0698*** -0.0290* -0.0658"* 0.0223 0.00279
(0.0207) (0.0173) (0.0298) (0.0195) (0.00403)

Spousal emp status

1 if employed 0.00645 -0.0158 -0.00267 0.0172* -0.00520
(0.0108) (0.0144) (0.0172) (0.0105) (0.00325)
Observations 11715 11715 11715 11715 11715

Standard errors in parentheses
*p<0.10, ** p < 0.05, ™ p<0.01

Source: Bureau of Labor Statistics and American Time Use Survey. Dependent variable: Ratio of
time spent in one of the five activities to total time available in a day.

Notes: The columns show the estimated coefficients from equation 1.6. The table gives the estimates
for the sample of all black men population. The standard errors are given in parenthesis under the
coefficient estimates. They are robust and clustered at state level. T use marital status, age. race,

family income, education level and spousal employment status as control variables.
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Table 1.17: All Black Women

(1) (2) (3) (4) (5)

Children Work Leisure HH chores  Job search

Employment status
1 if unemploved 0.154*** -0.132*** -0.0740 0.00965 0.0416***
(0.0520) (0.0509) (0.0485) (0.0555) (0.00936)

Age -0.00872***  0.00214***  0.00374***  0.00264***  0.000205***
(0.000385)  (0.000325) (0.000410)  (0.000444)  (0.0000685)

Below HS 20.0550°*  0.0127  0.0353"* 00133  -0.00628*
(0.0131)  (0.0115)  (0.0103)  (0.0154)  (0.00314)

High School 0.0356™  0.0114™  0.0347*  -0.00788  -0.00261**
(0.00641)  (0.00529)  (0.00779)  (0.00842)  (0.00127)

single 0.00349 0.00627  0.0157*  -0.0245"*  -0.000978
(0.0126)  (0.0117)  (0.00802)  (0.0105)  (0.00170)

Family income <30K 0.00163 0.00489 -0.0168 0.00925 0.00102
(0.0135) (0.0105)  (0.0120)  (0.0118)  (0.00170)

Family income 30-50k 0.0257** 0.0126 -0.0245** -0.0192 0.00545***
(0.0119) (0.0134) (0.0109) (0.0133) (0.00193)

Family income 50-100K  0.0181 0.0206*  -0.0296**  -0.0104 0.00132
(0.0114)  (0.0123)  (0.0120)  (0.0159)  (0.00140)

Family income >100k 0.0223 0.0168  -0.0520***  0.0103 0.00249*
(0.0139) (0.0146)  (0.0119)  (0.0170)  (0.00147)

Spousal emp status

1 if employed 0.0153* 20.0140  -0.00730  0.00687  -0.000839
(0.00840)  (0.0104)  (0.00709)  (0.00857)  (0.00201)
Observations 29952 20952 29952 29952 29952

Standard errors in parentheses
* p < 0.10, ** p < 0.05, ™ p < 0.01

Source: Bureau of Labor Statistics and American Time Use Survey. Dependent variable: Ratio of
time spent in one of the five activities to total time available in a day.

Notes: The columns show the estimated coefficients from equation 1.6. The table gives the estimates
for the sample of all black women population. The standard errors are given in parenthesis under
the coeflicient estimates. They are robust and clustered at state level. I use marital status, age,

race, family income, education level and spousal employment status as control variables.
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Chapter 2

Does the Daylight Savings Time
Causes People to Change More

than their Clock?

By Sanjukta Basu
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Abstract

Daylight-Saving Time (DST) has a long and controversial history, regard-
ing both its implementation and main intent. This paper attempts to take
advantage of the natural experiment created by DST twice a year to study how
individuals are affected by an arbitrary change in clock. I study how individ-
uals’ respond to the DST by adjusting their daily schedules when the clock
changes. I compare two states - Arizona which never had DST, and New Mex-
ico which always had DST using a difference-in-differences estimation method.
Both states are geographically and climatically similar making them suitable
for comparison. Main findings - first, New Mexicans reduce sedentary activi-
ties, such as sleeping and relaxing, during spring and increase in fall. Second.
New Mexicans claim to experience high stress after the spring DST implemen-
tation. Third, the effect of DST fades out in subsequent weeks. I conclude that
clock change twice a year seriously affects those who are impacted by it when

compared to similar counterparts living in the same geographical latitude.

Keywords: Day-light Savings; Time diary; Daily schedules.

JEL: J22, D13.
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2.1 Introduction

The First World War created a law which forced citizens to change their clocks
twice a year. This law was known as the Daylight Savings Time in the USA. Canada
first introduced the concept as early as 1908 in some provinces. Germany and Austria
were the first to implement DST throughout their countries. The main intent of the
law, which is to conserve energy, have been lost over the years but its spillover effects
continues. My paper studies some of its spillover effects by analyzing the impact of
time change on individuals subjected to it. People living in regions which follow DST
adapts to the time change twice a year. My study analyzes how DST impacts these
individuals and how long it takes to adapt.

DST has been in discussion among policymakers in the recent past. After the
results of an on-line poll, the European Union is in consideration to remove DST.
Many states in the US, like Florida, California, Oregon and Louisiana, are also taking
measures to re-evaluate the need of DST in their constituencies.

My paper is appropriate in the current policy environment. I study how the
change in clocks, bi-annually, changes people’s behavior in the first few days. Though
the clock changes by one hour only, everyone is forced to re-adjust their internal
clock twice a year as a result. I study how daily time schedules change for individuals
who are subjected to it. I also study if there is any change in their mood or well-
being indicators. This is the first paper which studies the impact of DST on individual
behavior and by using the metabolic equivalent (MET) values associated with various
activities engaged.

In the US, all states except Arizona and Hawaii change their clocks twice a year
to follow the daylight savings time. Indiana did not have daylight savings before
2006. They adopted the policy in 2006 and started changing the clock twice a year.
I use the American Time Use Survey (ATUS) for analyzing the impact of DST. I use

Arizona and New Mexico as sample states. Arizona and New Mexico are neighboring
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states with very similar climatic and geographic conditions. They are within the same
latitude. The average weather is very hot and dry in the lowlands and cooler in the
mountainous regions. Arizona enacted the DST exemption status in 1968 and has
not observed DST since then. Historically, New Mexico has always had DST. The
state implemented the clock change policy in 1966 when the Uniform Time Act was
introduced in the country. Both states are situated on the same latitudinal position
in the northern hemisphere ensuring they have similar sun rise, sun set times and
weather conditions throughout the year. They differ in their DST policy.!

My sample of study is limited to those respondents who were interviewed within
a week, before and after the change in time due to DST, both spring and fall. However,
to study how the effect of DST changes over subsequent weeks, I also increase the
sample of study to 14 days and 21 days before and after the clock change.

I use a difference-in-differences estimation technique where Arizona is treated
as a control state and New Mexico as a treatment state due to the presence of the
DST law. I test two different types of variables - daily schedules divided into three
groups based on the metabolic equivalent values, and mood indicators. I find New
Mexicans increase time spent in sedentary activities such as sleeping and relaxing by
70 minutes, vigorous-intensive activities, such as hiking and jogging by 160 minutes,
and decrease light intensive activities after the fall DST change. The spring DST
causes a decrease in sleeping/relaxing time by 78 minutes and no statistical change
in other more intensive activities. New Mexican also claim to be less stressed in the
fall and more stressed in the spring as compared to Arizonians. The impact of DST
fades out completely after a week of the clock change. It takes seven days to adjust

to the new time both in the spring and fall.

T compare these two states instead of including all 50 states because using a difference-in-
differences technique with only 2 control groups and a large number of treatment groups violates the
assumption of large groups of each type. Such a problem leads to incorrect signs of the coefficient
estimates and error in statistical significance. Hence, for a clean identification strategy, I compare
two states which are similar in geographical conditions but different DST laws.
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Given the unique condition of Indiana, this serves as a fascinating case study.
Indiana implemented DST in 2006 after a long political debate. Kotchen & Grant
(2011) found that DST does not support energy conservation. My study explores the
other effects of the law when comparing with the 47 states which always had DST
since 1966. I use a triple difference empirical approach and other 47 DST states for
comparison. Here, I find that Indiana citizens have experienced a decline in sleeping
time in the fall and an increase in the spring after implementing DST when compared
to other such states. This behavior is consistent in the working population but not
the elderly. The newly implementation of DST in Indiana makes its citizens disrupt
their regular routines much more than states which always followed this clock change
for decades.

Daylight savings impact people differently based on how they are affected. A one
hour change in clock causes a much larger impact in daily schedules, sleep patterns
and mood indicators. Many studies have concluded that the underlying reason for
implementing DST, which is energy savings, is no more relevant in today’s time but

its spillover effect is large.

2.2 Background

Daylight saving time (DST), also known as Summer Time in some countries, is
the practice of advancing clocks during the summer months so that evening daylight
lasts longer. Typically, regions that use daylight saving time adjust clocks forward
one hour close to the start of spring and adjust them backward in the autumn/fall
to standard time. These regions follow the standard time during the winter months.
DST has been used in the USA and in many European countries since the World War
L

The DST plan was formally adopted in the USA in 1918 when standard time
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zones were established. After the war ended, it was repealed in 1919. During World
War II, year-round DST was instituted again from February 1942 to September 1945.
After World War II, there was no federal law regarding DST, and states and regions
were free to choose whether to observe DST or not. This caused confusion, especially
in many industries such as broadcasting, transportation and others which required to
coordinate with other countries. In 1966, the Uniform Time Act established a system
of uniform (within each time zone) Daylight Saving Time throughout USA and its
possessions, exempting only those states in which the legislatures voted to keep the
entire state on standard time.?

DST is used to match activity peaks of a population with the daylight hours.
The major underlying purpose of implementing and extending DST in USA and other
European countries is energy conservation. Energy use and the demand for electricity
for lighting homes is directly related to the times when people go to bed at night and
rise in the morning. If time is pushed back in the summer months, DST would trim
electricity usage because less electricity will be used for lighting and appliances during
long summer days. It was assumed that a significant amount of energy consumed by
lighting and appliances occurred in the evening when families were home. By moving
the clock ahead one hour, the amount of electricity consumed each day decreased.

Recent research in the field of energy, has shown that DST does not reduce
energy consumption but can increase it instead. Aries & Newsham (2008) conducted
a literature survey on the effect of DST on saving energy around the globe. They
found mixed evidence. They conclude that while some studies are able to show
no significant reduction in energy use, others concluded a slight but statistically
significant reduction in energy consumption. They also show that some studies found
a rise in fuel consumption and recreational traffic. Kotchen & Grant (2011) takes

advantage of a natural experiment in the state of Indiana to provide the first empirical

http://www.webexhibits.org/daylightsaving/e.html
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estimates of DST effects on electricity consumption. They found that DST increased
residential electricity demand.

Economists have shied away from the discussion of DST resulting in a lack of
abundant literature. However, other fields of study have been analyzing the role of
DST on various aspects of the economy. Kotchen & Grant (2011) shows that the role
of DST in energy consumption is inefficient. However, the influence of DST extends
much beyond energy consumption to sleep pattern (Harrison (2013)), health (Lahti
et al. (2010) and Sipild et al. (2016)), traffic (Varughese & Allen (2001)), and leisure
and labor productivity.

Varughese & Allen (2001) shows that there was significant increase in automobile
accidents for the Monday immediately following the spring DST. The authors believe
sleep deprivation is a major reason behind the increase in road fatalities. Lahti et al.
(2010) showed that transition into and out of DST cause minor jet lag symptoms such
as sleep disruption, cardiac rhythm fragmentation and change in fatigue. They show
that though social timing changes instantly, bodily timing changes more slowly. They
found that the impact of DST, though mild, is significant for patients suffering from
seasonally affecting disorder, bipolar disorder or chronic sleep loss. Harrison (2013)
suggested that increased sleep fragmentation and sleep latency presents a cumulative
effect of sleep loss, at least for a week after the clock change. There is very little
evidence of extra sleep on the night of fall DST even though it is seen as an extra
hour gained.

Other studies in the medical literature show that disruption in sleep pattern
detriments well-being (Short et al. (2013) and Gallicchio & Kalesan (2009)). Sipila
et al. (2016) finds DST transitions is associated with an increase in ischemic stroke
hospitalizations during the first two days after transitions but not during the entire
following week. Foerch et al. (2008) show that transition to or from DST is associated

with an immediate shift in the time pattern of stroke onset.
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Hamermesh et al. (2008) and Hamermesh et al. (2006) show that the effect of
DST goes beyond those who are subjected to it directly. Individuals who live in
regions that do not have DST are also affected as they alter their timing of work to
synchronize activities more closely with those subjected to DST. My study aims to
provide a holistic impact of daylight savings on individuals who are subjected to it
as well as those who are not using individual data.

DST has been a topic of discussion for policymakers currently. Netherlands
gathered a petition for DST abolition in March 2017, joined later by Finland in
January 2018. Finland had called for its abolition across the EU in January 2018,
after gathering a petition of more than 70,000 people calling on its government to
stop the practice earlier in the same year. In March 2017, Netherlands petitioned for
the same to the European transport commissioner.> The European Parliament voted
on February 8, 2018, to ask the European Commission to re-evaluate DST in Europe.
An online consultation, ran by the Commission, showed that more than 80 percent
of the participants do not want to change clocks anymore.* This online poll received
the highest number of responses ever in any Commission public consultation. Based
on the results, the Commission proposed to eliminate the bi-annual clock changes in
the European Union in 2019.

Not far behind the European Union, certain states in the US have joined the
discussion on abolition of DST. The Florida senate passed the Sunshine Protection
Act in March 2018 to keep the daylight saving time all year-round and abolish the
bi-annual clock change.® In November 2018, California also voted to allow the state
to make the DST year round and remove the bi-annual clock change. The Louisiana
State Legislature approved a resolution in May 2018 to study whether Daylight Saving

Time or standard time is best for the state. Recently, Oregon, Idaho and Washington

3http://www.euronews.com/2018,/03/22/no-change-likely-to-eu-clock-change-rules-despite-
strong-opposition

4http://europa.eu/rapid/press-release_IP-18-5302_en.htm

Shttps://www.nytimes.com/2018/03/08 /us/daylight-saving-time-florida.html
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have introduced bills in their respective legislatures to end the twice a year clock
changes.® In 2015, a house bill was filed to end DST in the state of Washington,

however, it was defeated.

2.3 Data

Data on time diaries is obtained from the American Time Use Survey (ATUS).
The dataset is limited to observations recorded a week before and after the daylight
savings time change, both in the fall and the spring for the states of Arizona and New
Mexico. I drop all observations which do not meet the above requirement. To study
how the effect of DST changes over the subsequent weeks, I increase the sample of
study by including respondents interviewed up till 21 days before and after the clock
change.

The American Time Use Survey (ATUS) is administered by the Bureau of Labor
Statistics (BLS) from 2003 to 2017. It measures the amount of time people spend
in different activities from 4 AM of the previous day to 4 AM of the interview day
(Hofferth & Sobek (2018)). It is a nationally representative survey done via telephone
interviews to a selected sample of Current Population Survey (CPS) respondents.
Since ATUS respondents were interviewed in CPS before, I can identify individuals’
state of residence, sociodemographic and socioeconomic characteristics.

The main advantage of this dataset is that ATUS contains detailed information
regarding the amount of time an individual spends engaging in various activities.
Along with the time diaries, the data also provides the metabolic equivalent (MET)
value associated with the ATUS primary activity codes. This is an activity-level
variable. Tudor-Locke et al. (2009) linked MET value with each activity collected

in the ATUS data. Based on this information, I can measure the level of activity

Shttps://www.argusobserver.com/news/daylight-savings-bills-lawmaker-hopeful-for-
coordination/article_47d6e102-2¢d7-11e9-al172-4fchdeTefbf3. html
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an individual does, more accurately, in a certain amount of time and categorize by
their level of strenuousness. I categorize activities into three main groups: sedentary
(MET value is below 1.5) (Mansoubi et al. (2015)); light intensity activities (MET
value between 1.5-3); and moderate to vigorous intensity activities (MET value above
3). In this sample, seventy eight percent of the time spent in sedentary activities are
allocated to sleeping/sleepiness and relaxing/watching movies and television. Light
intensity activities mainly consists of household chores, caring for children and driving.
Moderate to vigorous intensity activities includes physical exercise such as jogging and
playing sports, interior and exteriors cleaning and repairing and all other strenuous

tasks.

2.4 Empirical Strategy

First, I study the change in time spent in activities grouped by their MET value
as a result of the daylight savings time. Daily activities are grouped into three groups
based on the MET value - sedentary (MET value < 1.5), light intensity activities
(MET value between 1.5 and 3.0) and medium to vigorous intensity activities (MET

value > 3.0). I use the following equation

duration(metcategory)ijs = constant+ [ Postxtreated;;+pX;+v+0s+n;+eie (2.1)

where, duration(metcategory);;s gives the total time spent doing activities
which has a MET value defined as sedentary (met value below 1.5), light (met value
between 1.5 and 3.0) or medium to vigorous activity (above 3.0), for individual 7,
interviewed on day j, for state s and year t. Other variables include Post * treated;s
is the interaction term and the coefficient of interest depicting the DID estimate; X;

indicates individual characteristics: age, race, sex, education level and employment
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status; v: gives the year fixed effects; d; gives the state fixed effects: n; gives the
dummy for the day of the week, j of the interview; and €4, gives the error term.
Second, to study the change in the self-reported well-being indicators, I use the
following difference-in-differences equation. ATUS provides the self-reported mood
indicators scaled from 0-6 where 0 is the lowest scale for the particular emotion and
G is the highest. This data is reported for only three years in the dataset - 2010, 2012

and 2013.

wijst = constant + BPost  treatedy + pX; + v + 05 + 1j + €5js (2.2)

where w;;s; indicates the change in welfare indicator variable - namely happy,
sad, stress and tired. All these scales are measured from 0 to 6. With 0 being the

lowest and 6 highest. Rest of the terms are same as equation 2.1.

2.5 Results

Metabolic Equivalent

Table 2.1 gives the regression estimates for equation 2.1 focusing only on Arizona
(as the control state) and New Mexico (as the treated state). The fall DST change
causes citizens in New Mexico to increase sedentary activities by 70 minutes and
moderate to vigorous-intensive tasks by 160 minutes and reduce light activities by
104 minutes as compared to Arizona. These estimates are statistically significant at
conventional levels. The fall DST shifts the clock behind allowing people to feel like
they now have a longer day suddenly. The sun rises earlier, and it gets darker sooner
than a few days before. People take advantage of an extra hour in the morning by
sleeping and relaxing. They feel more energized due to extra sleep and it is reflected in
the increased time they choose to spend on vigorous-intensity activities like exercise.

The higher time spent on other activities is compensated by reducing time engaged
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in light-intensity work like household chores.

In spring, the clock change causes a fall in time spent engaging in sedentary
activities such as sleeping and relaxing by 78 minutes. This estimate is statistically
significant at one percent level of significance. Light and vigorous activities increase
by 24 and 21 minutes, respectively. However, these estimates are statistically insignif-
icant at conventional level. As the clock is moved forward, people now wake up earlier
than usual even though the clock time is the same as before. This change creates an
illusion of a smaller day even when the day has not changed. People feel more tired
as a result of losing sleep. DST in the spring does not affect time engaged in other
activities. The hour lost is compensated through a loss in sleep.

Overall, any change in time, as given in row 3, reduce light intensive activities
by 50 minutes. It has no effect on sedentary or vigorous tasks.

Mood Behavior

Table 2.2 gives the estimates from equation 2.2. Mood indicators are only col-
lected for 3 vears in my data explaining the small number of observations. I find
that the fall time change makes people happier, less sad and stressed as compared to
those interviewed a week before the time change. Individuals report almost 3 points
higher on the happiness scale, 3 points lower on stress and sadness scale after the time
change. These estimates are statistically significant at 1 percent level of significance.
Individuals also report to be less tired, but this estimate is statistically insignificant
at conventional levels. The illusion of a longer day in the fall makes people feel more
relaxed and happy.

The springtime change causes people to lose 1 hour from their day. These in-
dividuals report to be less happy, more sad, stressed and tired as compared to those
interviewed before the time change. All estimates except the one for stress scale are
statistically insignificant at conventional levels. The spring DST causes individuals

to report 2 points higher on the stress scale. The sudden fall in the perceived number
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of hours in a day takes a while for people to adjust making them feel more stressed
and less happy.

Working Population

Working population have a more inflexible daily schedule due to office com-
mitments, childcare routines, etc. I use equation 2.1 to study the impact of DST
on the working population of New Mexico as compared to those in Arizona. I find
that the fall DST change increases sedentary activities by 90 minutes and moderate
to vigorously intensive activities by almost 3 hours. However, there is a decline in
chores which are categorized as light-intensive (MET value between 1.5 to 3.0) by
little less than 3 hours. These estimates are statistically significant at 1 percent level
of significance (Table 2.3).

In the spring, the DST causes a fall in sedentary activities by approximately 2
hours and has little to negligible impact on time spent on more intense chores. These
estimates are statistically significant at conventional levels. These results support
the pre-assumption that individuals subjected to the fall DST feel more relaxed and
energized due to the extra hour they perceive to receive in the day. They relax and
sleep more while intensifying their exercise routine. I find the opposite effect in the
spring. People lose relaxing and sleeping time but does not change time spent on
more intensive activities which may be more unchangeable in their daily schedule.

Comparing with table 2.1, working population feel more disrupted due to DST as
compared to the whole population. New Mexican workers change their daily routines

by a lot as compared to Arizonian in the same demographic.

How long does it take for the effect of DST to fade out?

The previous section provided evidence to support how a sudden change in the
clock time impacts daily schedules. Now the question arises if given time to adjust

to daylight savings time, are individuals expected to ease into the new schedule? To
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test this, I increase the interval of study before and after DST by one and two weeks
respectively to observe how individuals respond in the subsequent weeks after the
change. I compare people’s daily routines 7, 14 and 21 days before and after DST
change, respectively.

Metabolic Equivalent

After the fall DST, time spent engaging in sedentary activities increased by 70
minutes, in light intensity tasks like shopping and easy household chores declined by
104 minutes and in vigorous exercise increased by 161 minutes in New Mexico as
compared to Arizona (table 2.1). This behavior is seen in the 7 day interval, that is,
when I compare the schedules 7 days before and after DST. As I increase the time
interval to a 14 or 21 day period before and after DST. impact of the clock change
completely fades out immediately. It significantly declines in magnitude and loses its
statistical significance when I increase the interval of study from a 7 day period. This
result is consistent for all three categories of activities.

Similar results are seen during the spring DST. Only time spent engaging in
sedentary activities such as sleeping and relaxing declines by 78 minutes in New
Mexico as compared to Arizona in the first 7 days with respect to the last 7 days
before the clock change. There is statistically no change in sleeping habits in a 14
or 21 day interval. The magnitude of the estimate also falls in subsequent weeks.
There is no change in the time spent engaging in other higher intensive activities
such as shopping, vacuuming or vigorous exercise after the DST change in any period
of study.

There is no change in the daily routines among New Mexicans as compared
to Arizonians in subsequent weeks after DST, thus, supporting the theory that the
impact of DST is only temporary. The change in daily schedules experienced by the
population in New Mexico due to following the DST law fades out after the first

7 days. New Mexicans completely adjusts their routine a week after DST (fall or
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spring).

Mood Indicators

I find similar results for the mood indicators. There are statistically significant
changes in various mood indicators such as happy, sad, stress and tired in the first
7 days after DST in New Mexico citizens, which fades out eventually in subsequent
weeks.

The fall DST causes people in New Mexico to report to be happier, less sad and
stressed in the 7 day interval as compared to Arizonians (table 2.2). These estimates
are statistically significant at one percent level of significance. As I increase the
period of focus from 7 to 21 days, individual’s response to the stress and tired scale
Is no more statistically significant. However, New Mexicans continue to report to be
happier in the 14 and 21 day interval. These estimates decline in magnitude and is
statistically significant at 10 percent level. Responders also report to be less sad in
the 14 day interval. This estimate is smaller than that seen for the 7 day period but
is statistically significant at 10 percent level.

In the spring, DST only affects the stress level of the responders. New Mexicans
report to have statistically higher stress in the 7 day interval after the clock change
as compared to people in Arizona. This result fades out as I increase the interval of
study around DST. The estimate is no more statistically significant at 14 or 21 day
period. None of the other mood indicators have statistically significant estimates.
People adjust their mood and stress more rapidly in the spring as compared to the
fall time change.

As seen before, the impact of DST on most mood indicators also fade out in
subsequent weeks when I compare Arizona and New Mexico. However, New Mexicans
report to be happier even after 21 days after the fall DST.

Working Population

The effect of DST fades out in the same way among the working population
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as seen for all demographics. In the fall, New Mexico respondents report to spend
90 minutes more time on sedentarv activities, 170 minutes less on light intensity
activities and 174 minutes more on strenuous exercises in the 7 day interval (table 2.3).
These estimates are statistically significant at conventional levels. Light intensity
activity declines by 43 minutes in the 14 day interval and 41 minutes in the 21 day
interval. These estimates are significant at 5 percent level of significance. There is no
statistically significant change in longer intervals for sedentary or high intensive tasks.
The impact of the fall DST fades out completely for the working population after the
first 7 days for all kinds of activities except those categorized as light intensity in
terms of MET equivalent values.

In the spring, only sleeping pattern significantly reduces at one percent level of
statistical significance by 102 minutes in the 7 day period. Light and high intensity
tasks are unaffected during this time. In the 14 day period, time spent engaging
in only light intensity activities such as shopping. vacuuming and other household
chores reduces by 35 minutes. This estimate is statistically significant at 10 percent
level. Other activities are unaffected. In the 21 day interval, all effects of spring DST
cease to exist showing that New Mexicans completely adjust to the clock change with
respect to their neighboring state. This demographic does not experience any residual

effect of DST in the spring.

2.6 Case Study: Indiana

Indiana along with Arizona and Hawaii chose not to adopt Daylight Savings time
when the Uniform Time Act was passed in 1966 in the United States. While Arizona
and Hawaii have continued with their chosen policy since then, Indiana’s history with
time has been long and complicated. After World War 11, the federal government

lifted the mandate of DST but some states chose to follow. Indiana was officially
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in the Central time zone, but in the late 40s, some communities chose to follow the
daylight-savings time all year-round, thus aligning themselves with the Eastern time
zone.

In 1949, the Indiana Senate, after much mayhem, passed a bill which would keep
the state on Central time zone and outlaw daylight-savings time. However, the law
had no enforcement powers and was ignored by the communities which followed the
daylight-savings time all year. A non-binding statewide referendum was conducted
in 1956. It asked voters their preference on Eastern versus Central time and the use
of daylight-savings time.” Those in favor of Central time won with a slight majority
but it was clear that not many were in favor of changing the clock twice a year.

A law was passed in 1957 to make Central time the official time of the state
but permit any community to switch to DST during the summer. This law was very
unpopular and repeaied in 1961.

The Uniform DST was passed by the federal government in 1966 allowing any
state to exempt themselves as long as the whole state is exempted. During this
time, Congress also shifted federal authority over time zones to the Department of
Transportation. Between 1968-72, the Indiana General Assembly passed a legislation
which would permit Indiana to exempt some counties from following DST if others
want to pursue it. This amendment was finally approved and signed by President
Richard Nixon in 1972.

This system remained unchanged till the political climate of Indiana changed
in 2005. Governor Mitch Daniels argued that the state was losing economic and
business opportunities because neighboring states could not keep track of the Indiana
time. After multiple defeats, the DST bill of Indiana was finally passed in April

2005. Beginning on April 2 2006, Indiana became the 48th state to observe daylight

"https://www.indystar.com/story /news/politics/2018/11 /27 /indianapolis-indiana-time-zone-
history-central-eastern-daylight-savings-time /2126300002 /

®https://www.indystar.com/story/news/politics/2018/11 /27 /indianapolis-indiana-time-zone-
history-central-eastern-daylight-savings-time /2126300002 /
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saving time statewide. The state sets their clocks back an hour in the fall to Eastern
Standard Time and ahead one hour in the spring to Eastern Daylight Time.”

I compare Indiana with other states which always had DST (namely all states
besides Hawaii and Arizona) to study if the implementation of the DST law in 2006
influenced the daily schedules of its residents. For this analyses, I use a triple differ-
ence model to study how the implementation of the Indiana DST law in 2006 leads
to a difference in daily scheduling of respondents living in Indiana as compared to

those living in states which always had DST.

duration(metcategory);;ss = constant+p5Postxtreatedx DSTyr g+ pXi+7v:+0s+1;+€;st
(8.3
where, duration(metcategory);;s gives the total time spent doing activities
which has a MET value defined as sedentary (met value below 1.5), light (met
value between 1.5 and 3.0) or medium to vigorous activity (above 3.0), for indi-
vidual ¢, interviewed on day j, for state s and year t. Other variables include
Postxtreated+ DSTyr,, is the interaction term and the coefficient of interest depicting
the DDD estimate; X; indicates individual characteristics: age, race, sex, education
level and employment status; 7, gives the year fixed effects; d, gives the state fixed
effects; n; gives the dummy for the day of the week, j of the interview; and €;;,; gives
the error term.
The coefficient of interest is 4 which measures the DDD estimate. The triple
difference arises due to comparing the outcome variables before and after the imple-
mentation of the DST law in Indiana. The comparison to before and after the clock

change in the fall/spring provides the double difference and the further comparison

to other states which always had DST since 1966 provides the triple difference.

https://www.indystar.com/story/news/2019/03/08 /why-indiana-observes-daylight-saving-
time-statewide/3092875002/
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Table 2.4 gives the estimates for equation 2.3. I find that after the fall DST
change, there is a decline in time spent in sedentary activities such as sleeping and
relaxing by 111 minutes. Time spent in engaging in light intensity activities also
decline by a little less than 2 hours. These estimates are statistically significant at
conventional levels. Responders in Indiana significantly changed their routine after
the DST implementation in 2006. There is no significant change in time spent en-
gaging in moderate to vigorous intensive activities after the fall DST change. In the
spring, time spent engaging in sedentary activities increase after DST implementa-
tion in 2006 in Indiana by 149 minutes as compared to other DST states. These
estimates are statistically significant at conventional levels. Due to the implementa-
tion of the DST policy in 2006, people living in Indiana were able to coordinate with
their neighboring states more efficiently. Therefore, I find a significant change in the
sleeping/relaxing patterns in both fall and spring.

The working group in Indiana, between the ages of 15-65 years, react in the
similar manner to the DST implementation in 2006 as seen for the whole population.
Table 2.5 shows that in the fall, Indiana’s working population spends less time in
sedentary and light intensive activities by approximately 2 hours each, and increase
time spent at vigorous intensive activities at almost 3 hours. These estimates are
statistically significant at conventional levels. The implementation of the DST law in
Indiana causes people to lose time spent in sleeping and relaxing when compared to
other states which always had DST. In the spring, there is an increase in time spent
in sedentary activities by more than 3 hours in Indiana as compared to other DST
states. This estimate is statistically significant at one percent level of significance.
Time spent at vigorous tasks also increases by 2 hours which is statistically significant
at 10 percent level of significance.

Focusing on the elderly, table 2.6 shows that the implementation of DST in

2006 causes them to increase their sedentary activities by 165 minutes after the clock
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change in the fall. There is a decline in light intensive activities by 2 hours. Due
to a lack of enough observations in the treated group, I am unable to estimate the
coefficient for column 3, that is, the time spent engaging in moderate to vigorously
intensive activities. In the spring, DST implementation in 2006 causes Indiana el-
derly to increase engagement in light intensive activities by 4.5 hours and decrease
more rigorous tasks by a little less then 4.5 hours. There is no impact on sedentary
activities.

Compared to other states which had DST since 1966, the implementation of the
law in Indiana in 2006 is large in magnitude and statistically significant. Indiana is
an interesting case study. It is the only state to implement DST in the recent times
when other states are involved in serious discussion of repealing it. I include this
analyses to highlight how the policy impacts those who are newly introduced to it.
Implementing the DST policy in Indiana caused more disruption in the daily lives
of its citizen as compared to those who have been changing their clocks for decades.
This shows that as the change in clock becomes a recurring phenomenon, people are
more adjusting than those who are first introduced to it. Hence, people who have
migrated from non-DST regions to DST regions are expected to be more affected

than those who have lived in DST regions for significantly long time.

2.7 Conclusion

A government policy passed decades ago, forces every citizen in some countries,
around the world, to change their clocks twice a year; once in spring and then again in
fall. In the spring, the clock moves one hour forward. We lose one hour in the day. In
the fall, the clock moves one hour back. We gain one extra hour. This is a practice of
advancing clocks during summer months so that evening daylight lasts longer, while

sacrificing normal sunrise times. The policy was introduced in the US during the
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World War I to conserve energy during wartime and give longer daylight. Existing
literature (such as Kotchen & Grant (2011) and Aries & Newsham (2008)) shows that
contrary to the intent of the policy, DST has not been successful in reducing energy
consumption in the modern world.

My research attempts to study how the change in time caused by DST disrupts
the lives of people subjected by it. I use various outcome variables such as sleep
pattern, working hours, exercise pattern, well-being and mood indicators such as
happiness, sadness, tiredness and stress scale. I classify daily activities into groups
based on their MET values - sedentary (MET Value < 1.5), light-intensive (MET
Value (1.5-3.0)) and moderate to vigorously intensive activities (MET Value > 3.0).
I use the ATUS and a difference-in-differences approach to study the DST change
in the USA. A typical difference-in-differences inference assumes a large number of
treated and control groups. Due to the presence of only 2 control states, Arizona
and Hawaii, and 48 states with DST, I focus on studying the impact of this law on
New Mexico while comparing with its neighboring state Arizona. New Mexico always
followed DST since the Uniform Time Act of 1966 and Arizona never did.

These two states are geographically similar and belong to the same latitudinal
position. [ find significant difference in behavior of individuals in New Mexico as
compared to Arizona after DST. The fall DST causes individuals in New Mexico
to spend more than 1 hour engaging in sedentary activities such as sleeping and
relaxing as compared to those in Arizona. In the spring, there is a fall in time spent
in relaxing and sleeping by 78 minutes. Fall DST causes individuals to be happier,
less sad and stressed while spring DST increases stress but does not impact happiness
or sadness scale. The impact on the working population is more severe than the whole
population. Interestingly, I also observe that the impact of DST fades out in New
Mexico in the following weeks after the clock change. This is true during the spring

and fall. Daily schedules return back to pre DST period and any mood changes also
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disappear in subsequent weeks.

Indiana is the only state in recent past who has adopted the DST law in 2006.
Most states in the US are discussing its repeal. This makes Indiana an interesting case
study. I analyze how people in Indiana changed their daily schedules when compared
with the other 47 states which always had DST after the implementation of the law
in 2006. I use a triple difference approach. I find that the fall DST change causes
people to decrease the time spent in sleeping/relaxing by 111 minutes and increase in
spring by 2.5 hours. Indiana’s attempt to adjust with their neighboring states after
implementing the law is higher than a 1 hour clock change. The elderly in Indiana
do not change their sleeping schedules in the spring when compared to other states
after implementing DST. However, they do adjust their sleeping pattern in the fall as
a result of DST after 2006. The working population adjust their sleeping schedules
in both spring and fall. The case of Indiana is truly intriguing as the DST causes the
working population to decrease sedentary activities but entices the elderly to spend
more time relaxing in the fall. In the spring, the working population increases their
sleeping time but the elderly do not change time spent in sedentary activities.

DST is an archaic law which does not produce the intended impact on energy
consumption. However, it disrupts individuals’ daily life twice a year causing them
to change their schedules and adjust to the new clock. Individuals are forced to
reprogram their internal clock twice a year. Some state governments, such as F lorida.
California, Oregon, etc., are discussing the removal of DST. While in Europe, the
European Commission was asked to re-evaluate the DST in the spring of 2018. An
on-line survey of citizens showed high support to remove DST. These instances show
that individuals subjected to this policy wants it removed or repealed. My study
makes a case in favor of the repeal of the DST law in the USA.

Even though the DST causes only a one hour change in the clock twice a year,

its cumulative impact is much larger and longer. People subjected to it responds to

-3
]



the clock change by involuntarily changing their daily schedules by more than one
hour. There is a disruption in time spent in relaxing and sleeping, engaging in light
chores or errands and exercise routines. Although, it seems that people are more
happier during the fall transition than the spring, the resultant change in clock in
spring makes them miserable as a whole. It takes at least a week for people to adjust
back into their regular routine and absorb the presumed loss/gain in time. There is
no reason to subject citizens to change their clocks and as a result their biological
clocks twice a year. The benefits of the DST law has long been outweighed by its
drawbacks. There is no economical, political or physical advantage of continuing with

the policy. It is time to change it.
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Table 2.1: Change in Types of Activities given by the MET Value: Comparing Ari-
zona and New Mexico

MET Val.<1.5 MET Val. (1.5-3.0) MET Val.>3.0

post_fall=1 x dst_states=1 70.58** -104.1%** 161.5%*
(32.28) (20.63) (58.24)
Observations 873 1818 224
post_spring=1 x dst_states=1 -78.97 24.28 21.00
(34.41) (22.06) (58.24)
Observations 852 1725 210
post_all=1 x dst_states=1 -5.493 -49.54%** 43.33
(23.18) (15.08) (36.49)
Observations 1725 3543 434

Standard errors in parentheses
®ope 000, prg 0L06, ¥ g 001

Source: American Time Use Survey.

Notes: Dependent variable is the time spent in minutes on activities when divided into either of
the three groups of activities based on the MET value. The three groups are defined as - sedentary
activities (MET value < 1.5), light intensive activities (MET value between 1.5-3.0) and moderate
to vigorously intensive activities (MET value > 3.0). In the fall, the clock moves back by 1 hour. In
the spring, the clock moves forward by 1 hour. For row 3, I combine all individuals who have been
subjected to any time change - fall or spring. The standard errors are given in the parenthesis under
the coefficient estimates. I use age, sex, race, education level and employment status as control
variables. Here, Arizona is the control state which never had DST and New Mexico is the treatment

state with DST.
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Table 2.2: Respondents’ Mood Change when Subjected to DST: Comparing Arizona
and New Mexico

Happy Sad Stress Tired
post_fall=1 x dst_states=1 2.868**  -2.846*** -2.926*** -1.724

(0.925) (0.769) (1.044)  (1.090)
Observations 107 107 106 107

post_spring=1 x dst_states=1 -1.084 0.320 2.067** 0.190
(1.043) (0.721) (0.937)  (L.027)

Observations 85 85 85 85

post_all=1 x dst_states=1 0.623 -0.718 -0.533  -0.0889
(0.566) (0.517) (0.632) (0.625)

Observations 192 192 191 192

t statistics in parentheses
*p<0.10, ™ p < 0.05, *** p < 0.01

Source: American Time Use Survey.

Notes: Dependent variable is the mood scales which are given between 0 - 6. Higher the number
on the scale, the respondents feel more strongly about the corresponding emotion. In the fall. the
clock moves back by 1 hour. In the spring, the clock moves forward by 1 hour. For row 3, I combine
all individuals who have been subjected to any time change - fall or spring. The standard errors
are given in the parenthesis under the coeflicient estimates. I use age, sex, race, education level and
employment status as control variables. Here, Arizona is the control state which never had DST
and New Mexico is the treatment state with DST.
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Table 2.3: Change in Types of Activities given by the MET Value for the Working
Population: Comparing Arizona and New Mexico

MET Val.<1.5 MET Val. (1.5-3.0) MET Val.> 3.0

post_fall=1 x dst_states=1 89,98 -170.6%7* 174.6**
(33.98) (22.69) (76.44)
Observations 733 1566 172
post_spring=1 x dst_states=1 -102.9*** 26.47 -1.115
(35.40) (22.75) (71.56)
Observations 728 1493 144
post_all=1 x dst_states=1 15.36 -83.02%** 66.64
(24.86) (16.22) (45.93)
Observations 1461 3059 316

t statistics in parentheses
*p <010, " p<0.05 " p<0.01

Source: American Time Use Survey.

Notes: Dependent variable is the time spent in minutes on activities when divided into either of
the three groups of activities based on the MET value. The three groups are defined as - sedentary
activities (MET value < 1.5), light intensive activities (MET value between 1.5-3.0) and moderate
to vigorously intensive activities (MET value > 3.0). In the fall, the clock moves back by 1 hour. In
the spring, the clock moves forward by 1 hour. For row 3, I combine all individuals who have been
subjected to any time change - fall or spring. Working population consists of individuals between
the age group of 15-65 years. The standard errors are given in the parenthesis under the coefficient
estimates. I use age, sex, race, education level and employment status as control variables. Here,
Arizona is the control state which never had DST and New Mexico is the treatment state with DST.
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Table 2.4: Change in Types of Activities given by the MET Value: Case Study of
Indiana

MET Val.<15 MET Val. (1.5-3.0) MET >3.0

post_fall=1 x treated=1 x yr_2006=1 L1 . 5E* =L17 B 116.8
(34.29) (23.94) (73.41)
Observations 31878 66079 8170
post_spring=1 x treated=1 x yr_2006=1 149.1*** 36.23 90.31
(36.36) (29.53) (58.29)
Observations 33582 68718 8394
post_all=1 x treated=1 x yr_2006=1 8.637 ~72.52%* 88.60""
(24.75) (17.97) (44.91)
Observations 65460 134797 16564

Standard errors in parentheses
" p <010, " p < 0.05, ** p<0.01

Source: American Time Use Survey.

Notes: Dependent variable is the time spent in minutes on activities when divided into either of
the three groups of activities based on the MET value. The three groups are defined as - sedentary
activities (MET value < 1.5), light intensive activities (MET value between 1.5-3.0) and moderate
to vigorously intensive activities (MET value > 3.0). Indiana did not adopt DST till 2006. I use
a triple difference to study if there has been any change in the respondents of Indiana due to the
adoption of the policy as compared to all other states who always had DST as control groups. In the
fall, the clock moves back by 1 hour. In the spring, the clock moves forward by 1 hour. For row 3, I
combine all individuals who have been subjected to any time change - fall or spring. The standard
errors are given in the parenthesis under the coefficient estimates. I use age, sex, race, education

level and employment status as control variables.



Table 2.5: Change in Types of Activities given by the MET Value for the Working
Population: Case Study of Indiana

MET Val.<1.5 MET Val. (1.5-3.0) MET Val.> 3.0

post_fall=1 x treated=1 x yr_2006=1 -133.6*** -110.3*** 176.0**
(37.79) (26.26) (85.8R)
Observations 25272 56177 5508
post_spring=1 x treated=1 x yr_2006=1 198.0*** -17.39 134.0%
(40.60) (32.25) (73.32)
Observations 27243 59225 5952
post_all=1 x treated=1 x yr_2006=1 15.40 -89.00*** 163.1%%*
(27.12) (19.57) (55.53)
Observations 52515 115402 11460

t statistics in parentheses
* p <010, * p< 0.05, %™ p< 0.01

Source: American Time Use Survey.

Notes: Dependent variable is the time spent in minutes on activities when divided into either of
the three groups of activities based on the MET value. The three groups are defined as - sedentary
activities (MET value < 1.5), light intensive activities (MET value between 1.5-3.0) and moderate
to vigorously intensive activities (MET value > 3.0). Indiana did not adopt DST till 2006. I use
a triple difference to study if there has been any change in the respondents of Indiana due to the
adoption of the policy as compared to all other states who always had DST as control groups. In
the fall, the clock moves back by 1 hour. In the spring, the clock moves forward by 1 hour. For row
3, I combine all individuals who have been subjected to any time change - fall or spring. Working
population consists of individuals between the age group of 15-65 years. The standard errors are
given in the parenthesis under the coefficient estimates. I use age, sex, race, education level and

employment status as control variables.
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Table 2.6: Change in Types of Activities given by the MET Value for the Older
population: Case Study of Indiana

MET Val.<1.5 MET Val. (1.5-3.0) MET Val.> 3.0

post_fall=1 x treated=1 x yr_2006=1 165.0* -126.1* 0
(91.73) (50.37) ()
Observations 7073 10592 1425
post_spring=1 x treated=1 x yr_2006=1 24.49 276.6™** -255.7**
(80.92) (68.32) (107.4)
Observations 6904 10387 1256
post_all=1 x treated=1 x yr_2006=1 91.63 -11.02 -320.7++
(59.06) (39.31) (88.58)
Observations 13977 20979 2681

t statistics in parentheses
*p < 0.10, ¥ p<0.05 *** p<0.01

Source: American Time Use Survey.

Notes: Dependent variable is the time spent in minutes on activities when divided into either of
the three groups of activities based on the MET value. The three groups are defined as - sedentary
activities (MET value < 1.5), light intensive activities (MET value between 1.5-3.0) and moderate
to vigorously intensive activities (MET value > 3.0). Indiana did not adopt DST till 2006. I use
a triple difference to study if there has been any change in the respondents of Indiana due to the
adoption of the policy as compared to all other states who always had DST as control groups. In
the fall, the clock moves back by 1 hour. In the spring, the clock moves forward by 1 hour. For
row 3, I combine all individuals who have been subjected to any time change - fall or spring. Older
population consists of individuals above the age of 65 years. The standard errors are given in the
parenthesis under the coefficient estimates. I use age, sex, race, education level and employment
status as control variables. The missing coefficient in row 1 is due to the lack of sufficient observations

in post DST sample. There was no observations recorded which met the criteria in this category.
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2.8 Appendix

All 50 States: Comparing all DST States with Non-DST States

Due to the lack of sufficient number of control groups, it is difficult to obtain
reliable regression estimates for all 50 states. In this section, I show the regression
coefficient when I include all 50 states instead of comparing only Arizona and New
Mexico. I use equations 2.1 and 2.2 for all 50 states. Here Arizona, Hawaii and
Indiana before 2006 serve as control states and rest serve as treated states. Arizona
and Hawaii never had ant DST policy and Indiana adopted DST after 2006. 1 use
two cases here. Case 1: comparing Arizona with New Mexico. Case 2: comparing all
DST states with all non-DST states.

Metabolic Equivalent

Table 2.7 shows the estimates from equation 2.1. I compare these results with
table 2.1, which gives the regression estimates when we compare Arizona and New
Mexico only. In the fall, individuals subjected to DST reduce time spent in sedentary
activities such as sleeping, relaxing, watching TV, etc. by 50 minutes, and in light
intensive activities such as strolling, household chores, ete. by 68 minutes. However,
individuals increase their moderate to vigorously intensive activities such as jogging,
swimming or hiking by 65 minutes. These estimates are statistically significant at
one percent level (table 2.7).

The clock moves forward in the spring and people lose one hour. My results show
that people reduce 30 minutes of sedentary activities and 50 minutes of moderate to
vigorously intensive activities after the time change in spring but increase 40 minutes
of light intensive activities. The coeflicient estimate for sedentary and light-intensity
activities matches in sign with table 2.1.

The sign of the coefficient for all 50 states, and New Mexico and Arizona com-

parison differ only for the sedentary activities in the fall and vigorously intensive
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activities in the spring. In the fall, time spent in sleeping and relaxing decline by
50 minutes when I compare all DST states with all non-DST states but increases
by 70 minutes in New Mexico when I compare with Arizona. Theoretically, an ex-
tra hour in the morning should increase relaxing time. One hour shift in the clock
gives an illusion of a longer day and people are more likely to spend relaxing. The
results of table 2.7 seems unreliable. Similarly, sign of the coefficient estimate for
vigorously-intensive activities are different in the two cases. However, this estimate
is statistically insignificant at conventional levels in the Arizona and New Mexico
comparison but significant at 5 percent level of significance in case 2.

Mood Behavior

Table 2.8 gives the regression estimates from equation 2.2. I find that the fall
time change makes people happier, more stressed and tired but less sad. In the spring,
people also report to be more happy and tired but less sad and stress. However, none
of the regression estimates are statistically significant at conventional levels. I am
unable to conclude if and how the respondents moods are influenced by the change
in clock.

Comparing these results with case 1, I find New Mexicans are more happy, less
sad, stress and tired in the fall when compared to Arizonian (table 2.2). All estimates
except that for tired are statistically significant at conventional levels. Even though
the sign for the coefficient estimates for happiness and sadness scale are same in the
two cases, the magnitudes are very small for all 50 states. Similarly, New Mexicans
claimed to be statistically more stressed than Arizonians after the spring DST. All
DST states do not show any such behavioral change as compared to non-DST states.

Working vs Older Population

Due to the availability of data, I can compare the working and the elderly popu-
lation for all DST versus non-DST states. I am unable to make the same comparison

for Arizona and New Mexico because the number of observations are too small for
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any statistical power.

Working population (those within the age of 15-65 years) are expected to follow
a daily routine which is fairly rigid due to a work schedule. I expect these individuals
to behave differently than those who are retirees and hence have less flexible routines.
Table 2.9 gives the estimates from equation 2.1 for the working population (those
within the age of 15-65 years). The fall DST change causes a decline in time spent
engaging in sedentary activities by 35 minutes and light intensive activities by 77
minutes but increases vigorously intensive activities by 75 minutes. In the spring, timme
moves 1 hour forward causing individuals to reduce sedentary activities and increase
light-intensity activities by 38 and 33 minutes, respectively. Any time change, given
by row 3, causes a fall in time spent engaging in sedentary activities by 46 minutes,
light to moderate intensity activities by 22 minutes and gain in vigorous exercise time
by 48 minutes. These regression estimates are statistically significant at conventional
levels.

Table 2.10 gives the regression estimates for the older population (those above
65 years of age). I find that these individuals are more susceptible to DST than
the working population. In fall, this demographic lose 166 minutes of sedentary
activities and gain almost an hour of light-intensive activities. The spring clock
change leads to a gain in light intensive activities by 83 minutes and a fall in moderate
to vigorously intensive activities by 2 hours. Row 3 shows that any change in clock
reduces sedentary activities by a little more than 1 hour and vigorous intensive chores
by 1 hour, and gains light-intensive tasks by 77 minutes. All regression estimates are
statistically significant at conventional levels.

My results show that although the working demographic has a more rigid routine.
the older population, who are more likely to be retirees, are affected more due to
the clock change. This could be due to them being older and suffering from health

complications as a result of age causing them to adjust more slowly to the clock change



than the working population who are much younger. It is more difficult for the older
population to adjust to the time change and continue with their daily schedules after
DST.

Disabled Population

In this section, I look closely at those individuals who have reported to have a
disability. I include all individuals who have responded affirmatively to possess any
difficulty such as serious vision or hearing impairment, restrictive mobility (such as
walking and climbing stairs), cognitive struggle (such as remembering. concentrating
or making decision), or any other physical or mental condition which lasted over 6
months and requires the individual to seek assistance for their own personal needs.
I find that these individuals increase light intensive activity by 2 hours in the fall
(table 2.11). This estimate is statistically significant at conventional levels. The
change in sedentary and vigorous chores are statistically insignificant. In the spring,
they increase light intensity tasks by 2 hours and moderate to vigorously intensive
tasks by almost 3 hours. Row 3 shows that any change in DST, whether spring or
fall causes a decline in sedentary activities by 131 minutes, and an increase in light
and moderate to vigorous activities by 108 and 134 minutes, respectively. These
regression estimates are statistically significant at conventional levels.

Using all 50 states increases the number of observations but due to a very small
number of control groups, the typical difference-in-differences inference assumption of
a large number of treated and control groups is violated. However, the above analysis

does give evidence to support the significant impact of DST on various demographics.
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Table 2.7: Change in Types of Activities given by the MET Value

MET Val.<1.5 MET Val. (1.5-3.0) MET Val.>3.0

post_fall=1 x dst_states=1 -50.27*** -68.84*** 65.27*%*
(14.10) (9.619) (25.17)
Observations 32597 67603 8361
postspring=1 x dst_states=1 -30.78** 39.847%* -50.97%*
(15.01) (10.60) (23.93)
Observations 34217 TOO8T 8561
post_all=1 x dst_states=1 -49.56%* -15.98** 11.73
(10.04) (6.965) (16.93)
Observations 66814 137690 16922

Standard errors in parentheses
*p <010, p <005, p<0.01

Source: American Time Use Survey.

Notes: Dependent variable is the time spent in minutes on activities when divided into either of
the three groups of activities based on the MET value. The three groups are defined as - sedentary
activities (MET value < 1.5), light intensive activities (MET value between 1.5-3.0) and moderate
to vigorously intensive activities (MET value > 3.0). In the fall, the clock moves back by 1 hour. In
the spring, the clock moves forward by 1 hour. For row 3, I combine all individuals who have been
subjected to any time change - fall or spring. The standard errors are given in the parenthesis under
the coeflicient estimates. [ use age, sex, race, education level and employment status as control
variables. Here, Arizona, Hawaii and Indiana (before 2006) are the control states, whereas the rest

of the states (including Indiana after 2006) are seen as treatment states with DST.
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Table 2.8: Respondents’ Mood Change when Subjected to DST

Happy Sad Stress Tired

post_fall=1 x dst_states=1 0.176 -0.486 0.617 0.0755
(0.397)  (0.342) (0.435) (0.481)
Observations 3564 3575 3580 3574

post_spring=1 x dststates=1  0.434  -0.0217 -0.377 0.421
(0.427)  (0.365) (0.464)  (0.508)

Observations 3741 3746 3751 3752
post_all=1 x dst_states=1 0.172 -0.133 0.226 0.221

(0.277)  (0.237) (0.301) (0.331)
Observations 7305 7321 7331 7326

t statistics in parentheses
*p<0.10, " p <0.05, *** p<0.01

Source: American Time Use Survey.

Notes: Dependent variable is the mood scales which are given between 0 - 6. Higher the number
on the scale, the respondents feel more strongly about the corresponding emotion. In the fall, the
clock moves back by 1 hour. In the spring, the clock moves forward by 1 hour. For row 3, I combine
all individuals who have been subjected to any time change - fall or spring. The standard errors
are given in the parenthesis under the coeflicient estimates. I use age, sex, race, education level and
employment status as control variables. Here, Arizona, Hawaii and Indiana (before 2006) are the
control states, whereas the rest of the states (including Indiana after 2006) are seen as treatment
states with DST.



Table 2.9: Change in Types of Activities given by the MET Value for the Working
Population

MET Val.<1.5 MET Val. (1.5-3.0) MET Val.>3.0

post_fall=1 x dst_states=1 -35.81*F SYU Vi 74.58%*
(15.08) (10.28) (29.39)
Observations 25907 57559 5659
post_spring=1 x dst_states=1 -38.38* 33.95% 2.106
(16.28) (11.44) (30.00)
Observations 27775 60420 6060
post_all=1 x dst_states=1 -46.26%** -22.96%" 48.68"*
(10.79) (7.463) (20.61)
Observations 53682 117979 11719

t statistics in parentheses
*p < 0.10, ¥ p < 0.05, ** p < 0.01

Source: American Time Use Survey.

Notes: Dependent variable is the time spent in minutes on activities when divided into either of
the three groups of activities based on the MET value. The three groups are defined as - sedentary
activities (MET value < 1.5), light intensive activities (MET value between 1.5-3.0) and moderate
to vigorously intensive activities (MET value > 3.0). In the fall, the clock moves back by 1 hour. In
the spring, the clock moves forward by 1 hour. For row 3, I combine all individuals who have been
subjected to any time change - fall or spring. Working population consists of individuals between
the age group of 15-65 years. The standard errors are given in the parenthesis under the coeflicient
estimates. I use age, sex, race, education level and employment status as control variables. Here,
Arizona, Hawaii and Indiana (before 2006) are the control states, whereas the rest of the states

(including Indiana after 2006) are seen as treatment states with DST.
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Table 2.10: Change in Types of Activities given by the MET Value for the Older
Population

MET Val.<1.5 MET Val. (1.5-3.0) MET Val.>3.0

post_fall=1 x dst_states=1 -166.2*** 56.05%* 115.6
(41.71) (27.88) (81.06)
Observations 7163 10746 1448
post_spring=1 x dst_states=1 -29.49 83.04%** -120.5%**
(35.73) (25.58) (41.39)
Observations 7021 10580 1296
post_all=1 x dst_states=1 -64.32** 77534+ -59.18*
(26.24) (18.62) (33.98)
Observations 14184 21326 2744

¢ statistics in parentheses
T p <010, 7 p < 0.05 7 p<0.01

Source: American Time Use Survey.

Notes: Dependent variable is the time spent in minutes on activities when divided into either of
the three groups of activities based on the MET value. The three groups are defined as - sedentary
activities (MET value < 1.5), light intensive activities (MET value between 1.5-3.0) and moderate
to vigorously intensive activities (MET value > 3.0). In the fall, the clock moves back by 1 hour. In
the spring, the clock moves forward by 1 hour. For row 3, I combine all individuals who have been
subjected to any time change - fall or spring. Older population consists of individuals above the age
of 65 years. The standard errors are given in the parenthesis under the coefficient estimates. I use
age, sex, race, education level and employment status as control variables. Here, Arizona, Hawaii
and Indiana (before 2006) are the control states, whereas the rest of the states (including Indiana

after 2006) are seen as treatment states with DST.
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Table 2.11: Change in Types of Activities given by the MET Value for the Disabled
Population

MET Val.<1.5 MET Val. (1.5-3.0) MET Val.>3.0

post_fall=1 x dst_states=1 -93.16 120.4*** 7.585
(58.26) (41.89) (96.30)
Observations 2859 3480 409
post_spring=1 x dst_states=1 9.875 120.4%** 176.3**
(54.69) (45.06) (83.89)
Observations 2689 3316 407
post_all=1 x dst_states=1 -131.9%** 108 .5%** 134.9**
(36.40) (31.67) (54.67)
Observations 5548 6796 316

t statistics in parentheses
*p <010, " p < 0.05, *** p < 0.01

Source: American Time Use Survey.

Notes: Dependent variable is the time spent in minutes on activities when divided into either of
the three groups of activities based on the MET value. The three groups are defined as - sedentary
activities (MET value < 1.5), light intensive activities (MET value between 1.5-3.0) and moderate
to vigorously intensive activities (MET value > 3.0). In the fall, the clock moves back by 1 hour.
In the spring, the clock moves forward by 1 hour. For row 3. I combine all individuals who have
been subjected to any time change - fall or spring. Disabled population consists of individuals
who have reported to have any of the following disability - serious vision or hearing impairment,
restrictive mobility (such as walking and climbing stairs), cognitive struggle (such as remembering,
concentrating or making decision), or any other physical or mental condition which lasted over 6
months and requires the individual to seek assistance for their own personal needs. The standard
errors are given in the parenthesis under the coefficient estimates. I use age, sex, race, education level
and employment status as control variables. Here, Arizona, Hawaii and Indiana (before 2006) are
the control states, whereas the rest of the states (including Indiana after 2006) are seen as treatment
states with DST.
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Chapter 3

The Highs and Lows of Medical

Marijuana Legalization

By Sanjukta Basu, Siobhan S. Innes-Gawn and Mary H. Penn
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Abstract

We estimate the impact of legalizing medical marijuana on the consumption
of marijuana, alcohol and criminal behavior using data from the National Lon-
gitudinal Survey of Youth 1997 (NLSY97). We apply a difference-in-differences
approach to study the effect of medical marijuana legalization on individual-
level consumption of substances and other criminal behaviors. We incorporate
the state-level institutional variation in medical marijuana laws in our analyses
in much details than the existing literature presents. We test the impact of this
variation on individual-level behaviors using self-reported data. Results show
that there is a slight increase in marijuana and alcohol consumption but no
change in criminal behavior. The magnitude of increase is very small indicat-

ing that this policy has negligible negative impact on society.

Keywords: medical marijuana laws; crime; substance use.

JEL: K42, T18.
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3.1 Introduction

There has been an ongoing debate of the social consequences of legalizing medical
marijuana since California first legalized the drug in 1996. Since then, more states
and the District of Columbia have followed suit and legalized medical marijuana.
This paper attempts to determine the effect of legalizing medical marijuana on crime
and the consumption of marijuana and alcohol. The impact of legalizing medical
marijuana potentially has large social implications, yet there are few empirical papers
on this topic that determine the links between legalizing the drug, substance use, and
crime. We study this underlying relationship using a difference-in-differences model
and data from the National Longitudinal Survey of Youth 1997 (NLSY97). We find
that the effect of medical marijuana legalization (MML) causes a very slight increase
in marijuana and alcohol consumption but no change in criminal behavior. According
to our results, MML does not have any negative side-effects on the society.

There are many reasons why a state may choose to legalize medical marijuana.
States may legalize medical marijuana if the benefits of the diug outweigh the costs.
Recent studies show that marijuana is a viable alternative to many pain medications
and is more cost effective. Hill (2015) reports findings from 28 randomized clinical
trials from 1948 to 2015 and finds that marijuana use for “chronic pain, neuropathic
pain and spasticity due to multiple sclerosis is supported by high-quality evidence.”
Bradford & Bradford (2016) finds that legalizing medical marijuana leads to a de-
crease in prescription medication use in Medicare Part D. The decrease is due to
prescriptions for which medical marijuana could be used as an alternative. This
reduction in spending is estimated to be $165.2 million annually from 2010 to 2013.

Despite these benefits to legalizing medical marijuana, there are also potential
drawbacks such as if the law increase other substance use or crime rates. If the laws
do increase crime rates, then this could lead to an increase in spending on criminal

justice system (costs associated with police funding and incarceration). crime career
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costs (opportunity costs associated with an individual’s choice to commit crime rather
than have a legal job). and intangible costs (indirect costs for victims). MecCollister
et al. (2010) reports that the act of robbery has an average cost of $42, 310. motor
vehicle theft has an average cost of $10, 772 and stolen property has a total cost of
$7,974.

Additionally, if legalizing medical marijuana increases marijuana, alcohol or
other illegal substance use, then states may be wary of passing such legislation (Wood
et al. (2003)). If we find any effects for medical marijuana laws, we might expect the
impact to be even larger if states pass recreational marijuana laws.

There are many possible mechanisms through which legalizing medical mari-
juana could increase crime rates. If legalization escalates the number of marijuana
users, this may lead to a general social acceptance of drug use, which further increases
usage. Therefore, if marijuana is a gateway drug, then hard drug use may start to
rise. As hard drug use increases, individuals may commit crimes to support their drug
addictions. Alternatively, if the laws do not increase the number of marijuana users.
then crime may increase if facilities growing marijuana are targeted for robberies
(Morris et al. (2014)). Finally, crime rates may decrease due to fewer individuals
buying from illegal sources. If former illegal sources are now legally growing mari-
juana, this may also decrease crime associated with selling and growing marijuana
“on the street.” As marijuana becomes a legitimate business. crimes associated with
“street deals” and gang violence may decrease.

We use the NLSY97 data and focus on those states which have legalized medical
marijuana until 2014. This is because the last round of survey was in 2015. We
classify states into two groups based on their state characteristics defined by the
law in terms of their physical availability, legal protections provided to patients and
caregivers, patient qualification requirements, and financial access to the medical

marijuana treatment. These groups are - strict and permissive. We use a difference-



in-differences approach to study the effect of MML on criminal behavior, marijuana
and alcohol consumption.

This paper contributes to the literature in numerous ways. First, we find that
the MML slightly increases consumption of marijuana and alcohol but has no impact
on criminal behavior. Second, we use a longer time period that includes individual
data on crime and substance use, not merely state level aggregates. The nature of our
dataset allows individuals to report actual crimes they commit and does not rely on
the individual being caught. Therefore, assuming the respondents are honest, (this is
an anonymous survey), our crime and substance usage reports may be more accurate.
Fourth, we use the state MML characteristics in our specification to incorporate the
differences in the law. We find that state characteristics of the law has significant
impact on some MML induced behaviors. Finally, we find that MML is discourag-
ing young adults and teenagers (between the age of 12-20 years) from consuming

marijuana but encourages over 21 year olds.

3.2 Background

As of January 2019, the use of marijuana for medicinal purposes had been le-
galized in 33 states and the District of Columbia. The first state to remove criminal
penalties for marijuana use, possession, and cultivation was California in 1996 with
the Compassionate Use Act (Anderson et al. (2013)). The law removed criminal
penalties for physicians who recommended marijuana for medical purposes. Follow-
ing California, Alaska, Oregon, and Washington passed medical marijuana laws in
1998 with successful ballot measures.! In Alaska, the law became effective in March
1999. In December 2000, Hawaii was the first state to legalize by state legislature.
Since then, other states have followed (see table 3.1 for the timeline). States have

used different methods to enact these laws, such as ballot measures (Alaska in 1998,

Lhttps://medicalmarijuana.procon.org/view.resource.php?resourcelD=000881.
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Nevada in 2000, and Arkansas in 2016) and state legislation (Vermont in 2004, New
Jersey in 2010, and Connecticut in 2012).

In addition to the 33 states mentioned in table 3.1, 14 other states have more
restrictive medical CBD (cannabidiol) laws allowing the use of products rich in CBD
and low in THC (tetrahydrocannabinol) for medicinal consumption.? This is a non-
psychoactive component of cannabis. Three states (Idaho, Nebraska and South
Dakota) do not allow cannabis products in any form to be purchased or consumed
for any reason. At the federal level, cannabis remains a prohibited substance by the
Controlled Substances Act of 1970.

There is considerable variation in medical marijuana laws among the states,
including its possession, cultivation, distribution, the approved medical conditions
for which it can be prescribed and other particulars specified in the law. Table 3.2
shows the variation in some of the characteristics of medical marijuana laws by state.
This table includes all 33 states and the District of Columbia. Cultivation limits
(given by the number of plants) varies from zero in most states, such as Louisiana,
Arkansas, New York, and Maryland, to 16 plants per person in New Mexico. All
states, except Alaska, Arkansas, and Washington, allow state-licensed dispensaries,
which can produce and dispense marijuana to authorized patients. However, some
of these dispensaries are not yet operational or became effective at a later date. For
example, the state dispensaries in Hawaii became operational in July 2016. Possession
limits allowed for registered patients also vary from state to state. Some states specity
a limit of a one-month supply but do not specify the exact quantity in ounces. Other
states, like Alaska, Arizona, Massachusetts and Nevada specifies quantity in ounces.
States like Arkansas and California do not specify any possession limits. They allow
amounts consistent with patients’ needs. Washington allows patients to posses a limit

of either 48 ounces of marijuana-infused products in solid form, 3 ounces ot usable

Zhttps://worldpopulationreview.com/states/chd-legal-states/
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marijuana, 216 ounces of marijuana-infused product in liquid form, or 21 grams of
marijuana concentrates. Oregon allows 24 ounces of usable cannabis, which is the
second highest limit. Alaska and Montana allow only 1 ounce.

The minimum penalty for possessing unauthorized cannabis also differs across
states. Some states, like California, Alaska, and Colorado, have recreational mari-
juana laws. They allow possession for non-medical use. In Arizona, unauthorized
possession is a felony. The minimum penalty is a misdemeanor in most states (for ex-
ample, Arkansas, Hawaii, and Michigan). These are examples of a few characteristics
that we found in the state laws. For our analysis, we use many more such character-
istics which are explained in detail in the appendix (section 3.7). The numerous state
characteristics in the medical marijuana laws significantly influence the effectiveness
of the laws and the extent to which subjected individuals are affected. Therefore, it
is essential to address this variation. To incorporate these difference, we utilize the
state variation in our estimates.

It is important to note here that even if the legalization of marijuana is an
exogenous act by a particular state, the particulars and description of the bill may
not be. Each state has spent years in planning and debating every aspect of the law
before implementation. The nature of the citizens, their lifestyles and needs guided
policymakers in making the decision regarding MML in their constituencies. States
like California, Oregon and Washington were among the first few states for legalizing
medical marijuana. Historically these states has been characterized as favorable to
the democratic candidate as early as mid-1990s. However, Alaska has always been a
red state and one of the early states to pass the law. States which have MML early
are primarily blue states. Due to its advantages, other states have legalized medical
marijuana. States with stricter laws are those which are more conservative in nature.
These states are less likely to use marijuana as alternate source of treatment. States

which have eventually legalized recreational marijuana are seen to have both strict and



permissive laws. These include permissive states like California and Massachusetts.
as well as strict states like Alaska, Colorado and Maine. The history of MML shows
that there are limited common factors impacting state characteristics. Most states
are working independently in deciding if and when to legalize medical marijuana and
the particulars of the law.

Even though each state legalized medical marijuana independently of each other,
their nature of government and preferences of citizens had a greater role in defining its
characteristics. States that already had high instances of smoking marijuana/positive
attitudes towards marijuana are more likely to pass the law (especially the early
adopters and permissive states). Therefore, the estimates will be biased upwards
if we do not account for this. Basically we should be worried if unobservables are
affecting the decision to pass the law and the outcome variables. Since these factors
are specific to each state or county, we use a county fixed effect in our empirical model

to incorporate the county level differences.

Medical Marijuana Legalization and Marijuana Use

Several empirical papers study the effect of legalizing medical marijuana on
marijuana use but find contradicting results. A possible mechanism through which
legalization could increase marijuana consumption is that medical marijuana laws
could increase social acceptance and reduce risk perception of the drug (Schuermeyer
et al. (2014)), which leads to more experimentation and usage. It is also probable that
marijuana laws have no effect on marijuana use if unobservable characteristics like
being predisposed for drug use is uncorrelated with the law. In other words. people
who were going to use marijuana are going to do it, regardless of the law. Wen ef al.
(2015), Anderson & Rees (2014), and Cerda et al. (2012) study the effect of medical

marijuana laws on marijuana usage; however, the results are not consistent.
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Wen et al. (2015) finds that the legalization of medical marijuana increases first-
time marijuana use for individuals aged 12-20 years old and that the probability
of current use, regular use, and abuse/dependence for marijuana, alcohol, and other
substances increase with the legalization of medical marijuana (for ages 21 and older).
Anderson et al. (2013) determines that legalizing medical marijuana decreases teen
marijuana use and Cerda ef al. (2012) finds a correlation between legalizing the drug
and higher marijuana use and dependence. Our paper contributes to this literature

by examining an alternative dataset and estimation technique.
Al £ 1

Marijuana and Alcohol

The effect of medical marijuana laws will have different effects on smoking and
alcohol depending on if these substances are complements or substitutes for mari-
juana. There are numerous studies concluding that alcohol is more dangerous to
society than marijuana (Anderson & Rees (2014)); hence, it is important to deter-
mine this relationship in order to assess the potential impact of legalizing medical
marijuana.

Alcohol has high social costs resulting from drunk driving and fatal accidents.
If marijuana and alcohol consumption are complements (as seen in Pacula (1998),
Farrelly et al. (1999), Williams et al. (2004), and Yoriik & Yoriik (2011)), and le-
galization leads to increased marijuana use, then alcohol use could also rise. Wen
et al. (2015) finds that medical marijuana laws are associated with an increase in
binge drinking for ages 21 or older. If they are substitutes, however, then if the law
increases marijuana consumption, alcohol use could decrease. Chaloupka & Laixuthai
(1997), Saffer & Chaloupka (1999), and Crost & Guerrero (2012) estimate that mari-
juana decriminalization is associated with lower alcohol consumption, indicating that
the substances are substitutes. Anderson & Rees (2014) and Anderson et al. (2013)

find that legalizing medical marijuana is associated with about a 10% decrease in
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fatalities due to driving under the influence of alcohol. It is also possible that there
is no effect of the law on marijuana use; in that case. the effect on alcohol would be

ambiguous.

Legalizing Medical Marijuana and Crime

There are many possible mechanisms through which legalizing medical marijuana
could increase crime rates. If legalization escalates the number of marijuana users,
and the gateway hypothesis is accurate, then hard drug use may start to rise. As hard
drug use increases, individuals may commit crimes to support their drug addictions.
Alternatively, if the laws do not increase the number of marijuana users, then crime
may still increase if facilities growing and selling (state dispensaries) marijuana are
targeted for robberies (Morris et al. (2014)). Finally, crime rates may decrease due
to fewer individuals buying from illegal sources because of authorized cultivation. If
former illegal sources are now legally growing marijuana, this may also decrease crime
associated with selling and growing marijuana “on the street.” As marijuana becomes
a legitimate business, crimes associated with “street deals” and gang violence may
decrease. This is true in states with recreational laws allowing legal cultivation and
distribution. There are also crimes associated with drunken behavior, so if legalizing
medical marijuana leads to an increase (decrease) in alcohol consumption, this could
indicate a change in crime rates.

A few studies have examined the impact of legalizing medical marijuana on
crime. Morris et al. (2014) finds a negative or statistically insignificant correlation
between legalizing medical marijuana on crime. The only statistically significant
variables are homicide and assault. They find a 2.4 percent decrease in homicide
and assault associated with each additional year the law is in effect. There is no
evidence that the law affects robbery or burglary. Anderson et al. (2013) determines

that legalizing medical marijuana impacts crime indirectly by reducing alcohol use.
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which decreases crime. Similarly, a paper examining the impact of recreational mari-
juana laws on crime find a reduction in rapes, property crimes, and hard drug use in
Washington and Oregon (Dragone et al. (2019)). Another study on opioid use finds
that a decline in drug use may reduce crime. The authors find that opioid use and
prescription drug monitoring programs have a small negative impact on violent crime
(Dave et al. (2018)). If marijuana and hard drugs are complements, then we may
expect to see an increase in crime if marijuana use increases as a result of the MML.
Our paper builds on these studies by incorporating more state variation and using

individual survey data.

3.3 Data

Data Sources

We use the National Longitudinal Survey of Youth 1997 (NLSY97). This data
is administered by the Bureau of Labor Statistics (BLS). The NLSY97 Cohort is a
longitudinal project that follows the lives of a sample of 8,984 American youths born
between 1980 and 1984. The respondents were aged 12-17 years when first interviewed
in 1997. This ongoing cohort has been surveyed 17 times since 1997 to 2015 and is now
interviewed biennially after 2011. The survey documents the transition of respondents
from school to work and into adulthood, and provides self-reported, individual-level
data. This survey has eight sections of questions covering education, health, income,
family background, attitudes, employment, household geography, marital history and
child-care, and crime and substance abuse.

For this study, we focus on the crime and substance abuse section of the data. A
self-administered survey asks respondents whether they consumed any licit or illicit
drugs, such as alcohol, cigarettes, marijuana, and other hard drugs like cocaine, since

the last interview, along with questions regarding the frequency and quantity of use.
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The nature of the survey questions and the expected answers allow less scope for their
subjective interpretation. While the survey asks about marijuana use, alcohol, and
smoking in the first year (1997), questions about hard drug use do not begin until
1998-1999. Additionally, drug use questions were absent in 2013.

We examine the effect of legalization of medical marijuana on the consumption
of marijuana and alcohol. The main outcome variables of interest for this study are
whether the respondent consumed these substances since the last interview, and var-
ious measures of the frequency and amount of consumption. We use four variables to
study marijuana use, namely - have the respondent ever consumed marijuana (first
time consumers) since the date of last interview, have the respondent consumed any
marijuana since the last date of interview, number of days the respondent used mari-
juana in the last 30 days. and the number of times they used marijuana before/during
school/work. The first two variables capture the probability of consumption while
the later two focuses on frequency of use.

For alcohol consumption, we use 5 variables, They are - have the respondent
ever consumed alcohol (first time consumers) since the date of last interview, have
the respondent consumed any alcohol since the last date of interview., number of
days the respondent used alcohol in the last 30 days, number of drinks consumed per
day in the last 30 days, and the number of times they used alcohol before/during
school/work. The first two variables capture the probability of drinking while the
later three focus on frequency of drinking.

We also study criminal behavior by looking at their arrest record since the last
interview date and other crimes. The five variables which we use to determine criminal
behavior are - has the responded ever been arrested since the last date of interview,
has the respondent stole more than $50 worth of items since the last date of interview.
has the respondent committed any property crime since the date of last interview, has

the individual sold marijuana since the last date of interview, and has the individual
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sold/helped sell any illegal drugs since the last date of interview. We use age, sex.
race/ethnicity, education level, and household income as control variables. The arrest
variable is available till 2015 but all other criminal variables are only used until 2005.
This is due to the change in the universe and the survey questions since 2005 for these
variables.

Medical marijuana law differs much across the states in terms of its characteris-
tics and date of implementation. These laws have been amending over the years since
the year of enactment for each state. Due to the diversity in the medical marijuana
laws, we have incorporated the various attributes of them in our analyses. We used
the state laws to create a database documenting the possession limit, cultivation limit
and other characteristics as given in the documentations and statements of the law.
This is described in further detail in the appendix (section 3.7). We also use variables
depicting the political atmosphere in the states when the law was passed. For this, we
include the political affiliation of the ruling government (namely, if the Governor was
affiliated to the Republican or Democratic party). In addition, we add the process
through which the law was passed - ballot or legislative action. Seventeen of the states
that had legalized medical marijuana did so through citizen-initiated ballot measures.
and the other 16 did so through legislative action. We use a combination of academic,
government, and policy sources to identify the effective dates of state MMLs, detailed
characteristics of these laws, and the effective dates of these characteristics. Some
particulars of the law, such as the existence of state-run dispensaries, are modified
after the initial implementation. We take this into account when incorporating the

state characteristics in our analyses.

Descriptive Statistics

Table 3.3 compares the demographics of responders between the MML states

and non-MML states. The average age of respondents is 23 years in our sample.
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Almost 50 percent of the population is female in both samples - MML and non-MML
states. Twenty percent of the non-MML sample is black and 9 percent is Hispanic.
These numbers are 11 percent and 15.9 percent in MML states, respectively. Eighty
five percent of responders have a high school degree and 30 percent have a college
degree in the non-MML states. Respondents are slightly more educated in the MML
states. Eighty nine percent have completed high school and 38 percent went to college
in MML states. Household Income as measured in dollars is higher in MML states.
A higher percentage (29 percent) of the population of the non-MML states lives in
rural areas as compared to MML states (16 percent).

Table 3.4 shows the descriptive statistics for the outcome variables, namely mar-
ijjuana and alcohol consumption, and criminal activity variables, for states without
the medical marijuana law and states with the medical marijuana law. We study four
variables to capture marijuana consumption patterns - ever used since the date of last
imterview, any use since the last date of interview, number of days consumed since
the last date of interview, and number of times consumed before/during work/school.
On average, the consumption of marijuana is higher in states with the medical mari-
Juana law. Fifty seven percent of interviewees claim to ever use marijuana in states
with MML as compared to fifty percent in states without MML. Eighteen percent of
interviewees claim to consume marijuana since the last date of interview in non-MML
states and twenty four percent in MML states. Non-MML states residents claim to
have used marijuana at least 1.6 days in the last month while MML states residence
consume marijuana for more than 2 days in the last 30 days of the interview.

We use five variables to study drinking habits. Eighty nine percent of individuals
claim to ever consume alcohol in all states (MML and non-MML). Use of alcohol since
the last interview date is higher in MML states. Seventy five percent of responders
living in MML states claim to have consumed alcohol since the last date of interview.

In non-MML states, only 70 percent of responders had at least one drink since the
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last date of interview. Number of days consumed alcohol and the number of times
drank before/during work/school in the last 30 days are similar in states irrespective
of the MML. Number of drinks per day is higher in non-MML states. MML states
respondents drink an average of 4 drinks per day and non-MML states drinks an
average of 4.5 drinks per day. Alcohol consumption is very similar between states
with MML and states without MNML.

We use five crime variables to study the criminal behavior pattern among the
respondents. There is a slight decline in the percentage of responders who were
arvested since the last date of interview living in MML states as compared to those
living in non-MML states. Only 2 percent of the responders in non-MML states
claimed to have stole more than $50 worth of products while 3 percent of individuals
have claimed to steal items of similar monetary value in MML states. Property crimes
were committed by 2.3 percent of individuals living in non-MML states as compared
to 2.8 percent of individuals in MML states. Seventy five percent of non-MML state
responders claimed to have sold marijuana as compared to seventy eight percent of
MML state responders. The percentage of responders claimed to have sold /helped
sell illegal drugs is 5.9 percent in non-MML states and 7 percent in MML states. An
analyses of the criminal behavior shows that individuals living in the MML states are
slightly more prone to commit illegal activities but have experienced lower arrests as

compared to individuals living in non-MML states.

3.4 Empirical Strategy

We employ a difference-in-differences approach to estimate the effect of MMLs.
and their specific characteristics, on marijuana use and other outcome variables. We
study the impact of medical marijuana legalization on marijuana consumption, al-

cohol consumption and criminal behavior using a difference-in-differences approach.

103



Model 1 uses demographic variables such as age, sex, race, education level and house-
hold income as controls. We do not include the state characteristics of the MML. We
use a dummy variable to show if the state has the MML law or not. These results
are depicted in column 1 of each of the estimates tables. Model 2 includes state char-
acteristics as specified by the MML such as cultivation and possession limits, patient
cards availability and fees, dispensary law and operating status, number of diseases
specified, doctor discretion, allows use for pain, qualification requires two doctor eval-
uations or a diagnostic test, affirmative defense policy, and state subsidy. States are
divided into two groups - strict and permissive based on these characteristics. In
addition to the above. we also include variables depicting the political atmosphere
prevailed in the state when the law was first passed. These variables include the
political party affiliation of the ruling government during the passing of the law and
if medical marijuana legalization was through citizen-initiated ballot measures, or a
legislative action. Model 2 estimates are given in column 2 of the result tables.

We group states into categories based on the flexibility of the law. Laws which
allow higher consumption and possession limits, have a state-run dispensary allowing
easy access to marijuana, permits the use of marijuana for larger number of treat-
ments, and allows easier and greater number of patients to access medicinal marijuana
are classified as permissive laws. All other laws are classified as Strict. States which

do not have MML are the omitted category. The empirical equation is as follows

Yiee = a+ SMML, + pStrict « MM L, + oPermissive x MM L,
(3.1)
+vXy + +7Republic. + vBallot, + &; + 1. + €t
Yic: is the outcome variable of interest for respondent i in year ¢ and county ¢
- marijuana and alcohol consumption patterns, and criminal behavior of the respon-

dents. MM L. indicates whether the respondent’s county of residence ¢ has a medical
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marijuana law in place at time t. Strict * M M L. provides the interaction between
the MML effect and if the state has a strict MML. Permissive « MM L.; provides
the interaction between the MML effect and if the state has a permissive NML. X},
is a vector of individual characteristics, such as age, race. sex, education level and
household income as reported in 1996. 7, and §; are county and time fixed effects.
respectively. Republic. is a dummy variable which is coded as 1 if the governing body.
in the state of county ¢, at the time of passing the MML affiliate themselves with the
Republican party. It is coded as zero if otherwise. Ballot, is coded as 1 if the state
passed the law through a citizen-initiated ballot. The error term is given by €.

To understand if MML has a different impact on adolescents versus adults, we
divide the sample into two age groups - teenagers and young adults between the age

group of 12-20 years, and adults at the age of 21 years or above.

3.5 Results

All Population

Marijuana Consumption

Table 3.5 gives the estimates for the various outcome variables depicting mar-
ijuana consumption. We use four variables to define marijuana consumption - ever
used marijuana since the date of last interview, any use of marijuana since the date
of last interview, number of days the respondent consumed marijuana in the last
30 days, and number of times the respondent consumed marijuana before/during
school/work in the last 30 days. Model 1 gives the estimates without MML state
characteristics. The probability of marijuana consumption increases for each of the
four variables. The probability of ever consuming marijuana (as of the last date of
interview) increases by 5.9 percentage points. The probability of any marijuana uses

also increases by 5.9 percentage points. The frequency of consumption rises by half
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a day in states with the law since the law was first passed. Number of times mari-
juana was used before/during school/work also rises by 0.13 times. The magnitude
of changes is very small but statistically significant at conventional levels.

Model 2 includes the state characteristics. It gives the estimates of equation
3.1. This is given in column 2. First time consumption of marijuana increases by a
probability of 6.8 percentage points. Any use since the last interview date increases by
6.6 percentage points. Frequency of marijuana consumption rises by half a day and
the number of times consumed before/during school/work increases by 0.39 times.
All these estimated are statistically significant at conventional levels. The magnitude
is small and similar to model 1 estimates for each of the outcome variable. The state
characteristics, as captured by categorizing the laws into strict and permissive, and
the political atmosphere (defined by Republic and ballot) do not seem to be affecting
the consumption patterns. None of these estimates are statistically significant at
conventional levels.

Demographics also seem to have an impact on marijuana consumption. Females
are less likely to any marijuana use since the last interview (4.2 and 3.7 percentage
points for models 1 and 2, respectively). Frequency of consumption also falls. Number
of days of use is 1-2 days less for women as compared to men (depending on which
models we focus - 1 day for model 1 and 2 days for model 2). These estimates are
statistically significant at one percent level of significance. Hispanics also report to
consume less marijuana than the other races. This is true for all outcome variables
and empirical models. These estimates are statistically significant at one percent
level of significance. Focusing on column 2, first time consumption of marijuana is
8.2 percentage points lower and frequency of consumption is almost one day lower for
Hispanics as compared to other demographics. Blacks also show a smaller probability
of ever consuming marijuana by 7 percentage points (in model 1). However, this

estimate loses its statistical significance when we include the state characteristics.
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This is also true for any use since the date of last interview,

Medical marijuana legalization increases the probability and the frequency of
consumption of marijuana. These estimates are statistically significant at conven-
tional levels but are very small in magnitude. Including state characteristics in the
empirical model gives a slightly higher magnitude of coefficient estimates. This shows
that legalizing marijuana for medicinal purposes does not entice many new consumers
and neither does it increases consumption by a lot.

Alcohol Consumption

Table 3.6 gives the estimates for the various outcomes depicting alcohol con-
sumption. We use five variables to define alcohol consumption - ever used alcohol
since the date of last interview. any use of alcohol since the date of last interview.
number of days the respondents drank in the last 30 days. number of drinks consumed
per day, and the number of times the respondent drank before/during school/work
in the last 30 days. There is no change in the probability of ever drinking, number
of days or the number of times drank before/after school/work in either of the two
empirical models. Model 1 (column 1) shows the impact of the law without including
state characteristics. There is a 2.7 percentage points increase in the probability of
drinking since the last interview date. The number of drinks in the last 30 days is
lower by half a drink. These estimates are statistically significant at one percent level
of significance.

Including state characteristics increases the impact of MML on alcohol consump-
tion. Model 2 finds that the probability of drinking increases by 6.8 percentage points
in MML states but is 5 percentage points lower in states with permissive laws. Both
these estimates are statistically significant at one percent level of significance. Respon-
dents in states which passed the law through a ballot are more likely to be drinking
by 3.8 percentage points. This estimate is statistically significant at 5 percent level.

Number of drinks per day declines statistically at 10 percent level of significance by
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three-fourth of a drink. The category of the law (strict or permissive) or the political
atmosphere does not impact this variable.

Looking at demographics, we find that the probability of drinking does not
change for females but the frequency of drinking. as measured by the number of
drinks and number of days drank. are lower by 2 days and 1.3 drinks, respectively.
The frequency outcomes are statistically significant at one percent level. Blacks are
statistically (at one percent level) less likely to drink and have lower frequency of
drinking. However. they are more likely to be drunk during/after school/work by 0.2
times. This estimate is very small in magnitude but significant at one percent level
of statistical significance. Hispanics are seen to be less likely to drink on a given day.
The probability of drinking is 5.8 percentage points less (model 1) than other races.
Number of days someone drank also falls by 0.7 days but the number of drinks per
day increases by 0.2 drinks. Model 2 also shows similar signs of the corresponding
coefficient estimates but they are slightly higher in magnitude. All these estimates
are statistically significant at conventional levels.

As witnessed for marijuana, consumption of alcohol has changed statistically
but almost negligibly in magnitude after MML. There is a slight increase in the
probability of drinking and a decline in the number of drinks per day but no increase
in new drinkers or the number of days drank. Our investigation shows that MML does
not impact alcohol consumption as much as feared by many policymakers against the
law.

Criminal Activity

Table 3.7 gives the estimates for the outcomes that we study to analyze the
impact of MML on criminal behavior. We focus on 5 variables - if the respondent was
ever arrested since the last interview date, if the respondent stole worth more than
$50 since date of last interview, if the respondent committed property crime since

date of last interview, if the respondent sold marijuana since date of last interview,
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and if the respondent sold /helped sell illegal drugs since date of last interview. We
study the arrest variable till 2015. The other crime variables are studied only till
2005 due to a change in its definition and universe in subsequent survey years. There
is no change in any of the criminal activity variables as a result of MML except for
crimes associated with stealing more than $50. Probability of occurrence of this crime
increases by 0.7 percentage points which is statistically significant at 5 percent level of
significance in column 1. This statistical significance goes away when we include the
state characteristics variables (column 2). However, having a strict MML increases
the probability of this crime by 1.4 percentage points. This estimate is statistically
significant at 5 percent level of significance.

The political atmosphere at the time of implementing MML has a slight impact
on some crime variables. Having a Republican affiliated state government reduces
property crimes and theft by 1.4 and 1.7 percentage points, respectively. The proba-
bility of being arrested is affected only in states with Permissive NIML. It declines by
1.8 percentage points. This estimate is significant at 5 percent level of significance.
Permissive states allow more flexibility in terms of marijuana possession and accessi-
bility. More patients or individuals are legally allowed to access the drug. This can
lead to a decline in crimes associated with or caused by marijuana which is captured

by a decline in arrests.

Teenage Population (Age Group - 12- 20 years)

Marijuana Consumption

Table 3.8 shows the marijuana consumption change due to MML in adolescents
and young adults. We look at two empirical models, one without state characteristics
(model 1) and one with (model 2). The impact of MML on marijuana consumption
indicators are positive and statistically significant at conventional levels in model 1

without state characteristics. The statistical significance goes away when we add the
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state characteristics variables. In model 1. probability of ever consuming marijuana
and any consumption since the last interview increases by 5.2 and 5.4 percentage
points, respectively. The frequency of consumption increases by half a day. These
estimates are statistically significant at one percent levels. After including the state
characteristics, we find that the impact of MML is no more significant at conventional
levels. However, the probability of consuming marijuana since the last interview is 14
percentage points lower for states with permissive laws and 6 percentage points lower
for states with a Republican administration during MML. Strict MML also tends
to reduce frequency of consumption by 1.7 days. These estimates are statistically
significant at 10 percent level.

The impact of MML on marijuana consumption among teenagers and voung
adults is positive and significant without including the state characteristics. Once we
include them, these estimates become insignificant at conventional levels. Permissive
laws tends to reduce probability of consumption and strict laws reduce frequency.
These laws are discouraging consumption of marijuana among this demographics.

Alcohol Consumption

Table 3.9 shows the alcohol consumption change due to MML in adolescents
and young adults. We look at two empirical models. one without state characteristics
(model 1) and one with (model 2). We find that the probability of consumption is not
affected by MML in both models but the frequency of drinking is. Number of days
spent drinking increases by 3.3 days due to legalization (column 2). However, it is
almost 2 days lower among states with a strict law and 2.6 dayvs lower in states with
permissive laws. These estimates are statistically significant at conventional levels.
Number of drinks per day decreases by half a drink in model 1 (statistically significant
at one percent level) and 1.6 drinks in model 2 (statistically significant at 10 percent
level).

The number of times the respondent drank before/during school/work also rises
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by 0.3 times. This is statistically significant at 10 percent level but extremely small in
magnitude. The characteristic of law (as defined by strict or permissive) completely
negates the impact of the legalization as a whole. Strict MML reduces consumption by
0.29 times and permissive MML by 0.36 times. Both these estiates are statistically
significant at conventional levels. Passing the law through a ballot tends to reduce the
probability of drinking since the last interview by 10 percentage points and increasing
the number of times consumed before/during school/work by 0.75 times.

Overall. the impact of NIML on alcohol consumption on this demographic is
negative. While it does not change the probability of drinking or introduce new
drinkers, it does reduces the frequency of drinking.

Criminal Activity

There is no statistically significant impact of MML on criminal behavior among
this demographic except for a 2 percentage points increase in the probability of selling
hard drugs. This estimate is statistically significant at 5 percent level of significance
only in model 1 without the state characteristics. Including state characteristics
makes this estimate statistically insignificant at conventional levels (table 3.10).

Having the strict MML law increases the probability of committing crimes such
as stealing and selling marijuana by 8 and 91 percentage points respectively. Having
a permissive law reduces the chances of arrest by 4 percentage points but increases
the likelihood of selling marijuana by 76 percentage points. The probability of selling
marijuana since the last date of interview is also higher in states where the governing
body was affiliated to the Republican party during the passing of the law by 47
percentage points. These estimates are statistically significant at conventional levels.

The legalization of medical marijuana seems to only affect the crimes associated
with selling marijuana significantly among teenagers and young adults. The various
characteristics of the law also reinforces the impact of its legalization on this particular

behavior. The effect is larger in states with a stricter law. It is important to note here
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that the number of observations tor this variable (ever sold marijuana since the last
date of interview) is 152, which is very small compared to the other specifications.
This could be the reason why we get such extreme values of regression estimates
for this variable as compared to other outcomes studying criminal activities. Hence.

regression estimates can be unreliable due to lower statistical power.

Adult Population (Age Group - 21 years and above)

Marijuana Consumption

Table 3.11 shows the marijuana consumption change due to MML in adults
(those above the age of 21 yvears). We look at two empirical models, one without state
characteristics (model 1) and one with (model 2). The impact of MML on marijuana
consumption indicators are positive and statistically significant at conventional levels
in some of the variables. The probability of ever consuming marijuana increases by
6.4 percentage points in the base model and by 6.7 percentage points when we include
state characteristics. If the law was passed through a citizen-initiated ballot, then
there is a further 5 percentage points increase in ever consuming marijuana. These
estimates are significant at conventional levels. The probability of using marijuana
since the last interview date increases by 6.2 percentage points in the base mode and
5.9 percentage points with state characteristics. The estimate in the base model is
significant at one percent level and in model 2 at 10 percent level of significance.

Number of days marijuana was used rises by half a day in the base model. This
estimate is highly significant at one percent level. After including state characteristics.
the statistical significance of this coeflicient estimate goes away. Similar behavior
is observed for the last outcome variable under marijuana consumption - number of
times consumed before/during school/work. In the base model. the estimate has a low
magnitude of 0.14 times in the last 30 days and is statistically significant at 5 percent

level. It becomes statistically insignificant when we include state characteristics.
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Consumption of marijuana rises due to MML among adults. As seen in other
demographics, the impact is very small in magnitude even when it is statistically
significant. There is only a 6 percentage points increase in the probability of con-
suming marijuana ever or since the last interview date, and half a day increase in the
frequency of consumption.

Alcohol Consumption

Table 3.12 shows the alcohol consumption change due to MML in adults above
the age of 21 years. There is no change in the probability of ever drinking as a
result of MML. The likelihood of drinking since the date of last interview increases
by 3.2 percentage points in the base model and 7 percentage points after including
state characteristics. These estimates are statistically significant at one percent level
of significance. Having a permissive law lowers the probability of drinking by 4.7
percentage points and if the law was passed through a ballot, then there is an increase
by 3.2 percentage points. Both these estimates are statistically significant at 10
percent level of significance.

Frequency of alcohol consumption as measured by the number of days spent
drinking and number of drinks per day changes in the base model significantly at
conventional levels of statistics but not after including state characteristics. Both
estimates have very small magnitudes. Number of days spent drinking increases by
0.3 days and number of drinks per day decreases by half a drink.

There is a statistical increase in the probability of drinking for non-first timers
but no statistical change in the frequency of drinking as a result of MML.

Criminal Activity

Similar to other demographics, MML does not seem to be affecting criminal
behavior in adults above the age of 21 years (table 3.13). The probability of getting
arrested does not change as a result of MML but permissive states find a 1.9 per-

centage points decline and states which passed the law through a ballot found a 1.2
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percentage point increase. Both these estimates are statistically significant at conven-
tional levels. Stealing worth more than $50 increases by 0.8 percentage points in the
base model. This estimate is statistically significant at 5 percent level of significance.
Including state characteristics, the legalization is no longer statistically significant at
conventional levels for this outcome variable. However if the law was passed by a Re-
publican candidate, then there is a 1.9 percentage points decrease in the likelihood of
stealing and 1.8 percentage points decline in the likelihood of property crimes. These
estimate are statistically significant at 5 percent level.

Criminal behavior is not impacted by legalization of medicinal marijuana among

adults.

3.6 Conclusion

We attempt to find evidence that the enactment of the medical marijuana laws
(MML) in some states changes the consumption behavior of its residents when com-
pared to individuals living in states without this law. We apply a difference-in-
differences approach to study the effect of MML on consumption of marijuana, alco-
hol and criminal behavior. We use the National Longitudinal Survey of Youth 1997
which is administered by the Bureau of Labor Statistics. It is a self-reported panel
data following 8,984 individuals. We also created a dataset for the state characteris-
tics from the medical marijuana law for each state using a combination of academic,
government, and policy sources. Our sample of study is restricted to states which
have passed the law by 2014 because the last round of NLSY97 is in 2015,

We found a slight increase in the marijuana and alcohol consumption as a result
of medical marijuana legalization. Criminal behavior is unaffected. To analyze if the
effect of MML is different across age groups, we study youths between the age of

12-20 years old separately. The results show that states with permissive laws witness
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lower probability of marijuana consumption, and states with strict MML finds lower
frequency of consumption. Adults above the age of 21 years tends to increase their
consumption by 6 percentage points due to MML. We also find an increase in the
probability of drinking in this demographic. however, the frequency of drinking does
not change. People who were already candidates for marijuana consumption before
the law are more likely to start or increase. if they were already consuming, after the
law. MML allows casier legal accessibility of marijuana which can entice consumers
who otherwise refrained from using it under different circumstances. This explains
why we find an increase in consumption of marijuana among adults above the age of
21 years.

Legalization of medicinal marijuana has an unusually large impact on selling of
marijuana among teenagers. Legalization of this drug increases the accessibility and
demand. This seem to be an easy and comparatively safe approach to earm money
as a seller. Given that marijuana is legal in the state. young adults may be prone to
enter the market as consumers for the sake of experimenting with drug use. However
we find that marijuana use is unchanged (after incorporating state characteristics of
the law) after MML for this population group. Based on this argument. it seems less
likely there are more sellers in the marijuana market when demand has not increased.
Another, more likely possible, reason for such a large impact can be attributed to a
statistical anomaly due to a very small sample size for this outcome variable. This
aspect needs further study to provide a clearer understanding of such behavior.

We find a slight change on the other crime variables for teenagers and young
adults. States with strict MML has witnessed an eight percentage point increase
in stealing and states with permissive MML has witnessed a four percentage point
decline in the probability of getting arrested. However, the main regression estimate
which captures the impact of any MML on criminal behavior does not have any

statistical significance. We find similar results for adults above the age of 21 years



also.

The most unique feature of this study was the incorporation of various state
characteristics. No two states has the same medicinal marijuana law. Many academic
papers in the existing literature has included few state characteristics to understand
the laws better but none has delved in details like our study. We attempted to cat-
egorize common features of the laws in various groups which allowed us to classify
the state MMLs into strict and permissive. The regression estimates show that incor-
porating the state characteristics changes the impact of the law even if a particular
characteristic may not be statistically significant. The impact of these characteristics
varies with outcome variables and population demographics. Through this paper. we
wish to emphasize on the importance of the particulars of MML while analyzing its
impact on social well-being. Future research are encouraged to further analyze these
characteristics in details.

Ouwr study concludes that the legalization of medical marijuana does not have
the negative spillover effect as prejudiced by the non-supporters of this policy. Avail-
ability of marijuana as an alternative treatment for many diseases has been proven
to have immense health benefits while being cost effective. Legalization allows many
patients to access an alternative treatment which can be easily available as well as
cheaper in addition to being more effective than regular treatment regime. Our studyv
proves that legalizing medical marijuana does not impact criminal behavior. There
is a statistical increase in marijuana and alcohol consumption which is very small
in magnitude. MML discourages youths or adults to seek marijuana as a result of
it being conditionally legal in their state of residence. We conclude that legaliza-
tion of marijuana should be supported and policymakers should focus on its efficient

implementation.
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Table 3.1: Timeline - Dates of Medical Marijuana Legalization

1996
1998
1998
1999
1999
2000
2001
2001
2004
2006
2007
2007
2008
2010
2010
2010
2011
2012
2013
2013
2014
2014
2014
2014
2016
2016
2016
2016
2017
2017
2018
2018
2018
2018

California (Nov 6)
Washington (Nov 3)
Oregon (Dec 3)

Alaska (Mar 4)

Maine (Dec 22)

Hawaii (Dec 28)
Colorado (Jun 1)
Nevada (Oct 1)

Montana (Nov 2)

Rhode Island (Jan 3)
Vermont (May 30)

New Mexico (Jul 1)
Michigan (Dec 4)

New Jersey (Jun 18)
District of Columbia (Jul 27)
Arizona (Nov 11)
Delaware (Jul 1)
Connecticut (May 4)
Massachusetts (Jan 1)
New Hampshire (May 23)
Hlinois (Jan 1)
Minnesota (May 30)
Marvland (Jun 1)

New York (Jul 5)
Pennsylvania (May 17)
Ohio (Sep 8)

North Dakota (Nov 8)
Arkansas (Nov 9)
Florida (Jan 3)

West Virginia (Apr 19)
Oklahoma (Jul 26)
Louisiana (Aug 1)
Utah (Dec 3)
Missouri (Dec 5)
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Table 3.2: State Law Characteristics

State Possession Limits Cultivation State Mininun
(ounces) (in # plants) Dispensary Penalty Status
Alaska 1 5 No None
Arizona 2:5 12 Yes Felony
Arkansas noue 0 No Misdemneanor
California none 1 Yes None
Colorado 2 G Yes None
Connecticut 1 month SS 0 Yes Civil Penalty
Delaware G 0 Yes Civil Penalty
District of Columbia 2 0 Yes None
Florida 4 0 Yes Misdemeanor
Hawaii 4 7 Yes Misdemeanor
Tllinois 2.5 0 Yes Penalty violation
Louisiana 1 month SS 0 Yes Not Classified
Maine 2.5 6 Yes None
Maryland 1 month S5 0 Yes Civil offense
Massachusetts 10 limited amounts Yes None
Michigan 2:5 12 Yes Misdemeanor
Minnesota 1 month SS 0 Yes Misdemeanor
Missouri 4 6 Yes Misdemeanor
Montana 1 4 Yes Misdemeanor
Nevada 2.5 12 Yes None
New Hampshire 2 0 Yes Civil Violation
New Jersey 2 0 ‘es Disorderly Person
New Mexico 8 (for 90 days) 16 Yes Misdemeanor
New York 1 month SS 0 Yes Not Classified
North Dakota 3 0 Yes Misdemeanor
Ohio not specified vet 0 Yes Misdemeanor
Oklahoma 8 § Yes Misdemeanor
Oregon 24 6 Yes None
Pennsylvania I month SS 0 Yes Misdemeanor
Rhode Island 2.5 12 Yes Civil Violation
Utah 1 month SS 0 Yes Misdemeanor
Vermont 2 2 Yes Civil Violation
Washington 48 6 No None
West Virginia 1 month SS 0 Yes Misdemeanor

Source: State Laws, http://norml.org/laws,

https://medicalmarijuana.procon.org/view resource. php?resourcel D=00088 1

Notes: This table includes all states which have defined an MML up till 2018. Our study focuses
on states with MML implemented till 2014 as the NLSY97 data covers between 1997-2015.
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Table 3.3: Demographics Sunmmary Statistics for States with and without a Medical
Marijuana Law by 2015

No MML States MNMIL States

Age 23.17 23.02
(5.424) (5.425)
Female 0.491 0.484
(0.500) (0.500)
Black 0.207 0.115
(0.405) (0.319)
Hispanic 0.0922 0.159
(0.289) (0.366)
High School Degree 0.853 0.892
(0.354) (0.310)
Bachelors Degree 0.307 0.380
(0.461) (0.485)
Household Income in 1996 47287.4 H6387.4
(39938.3) (47887.7)
Household Income D7285.3 69380.8
(56951.8) (66578.5)
Rural 0.295 0.168
(0.456) (0.374)
Observations 62171 68276

Data: National Longitudinal Survey of Youth 1997.
Notes: Table reports means with standard deviations in parentheses. ODbservations are weighted
using the provided sample weights.
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Table 3.4: Outcome Variables Summary Statistics for States with and without a
Medical Marijuana Law by 2015

No MAML States  MML States

Mariuana Consumption

Ever Used Marijuana as of Interview Date 0.507 0.570
(0.500) (0.495)
Any Marijuana Use Since Date ol Last Interview 0.185 0.249
(0.389) (0.132)
Number of Days Used Marijuana 1684 2.242
(6.002) (6.83%)
Number of Times Used Marijuana Before or During School or Work 0.490 0.574
(3.322) (3.522)
Alcohol Consumption
Ever Used Alcohol as of Interview Date 0.888 0.308
(0.315) (0.302)
Any Alcohol Use Since Date of Last Interview 0.699 0.757
(0.459) (0.429)
Number of Days Used Alcohol 3.900 1.353
(6.187) (6.293)
Number of drinks/day in the last 30 days 1.502 1.155
(6.577) (5.412)
Number of Times Used Alcohol Before or During School or Work 0.310 0.291
(1.927) (1.729)

Criminal Activity

Arrested Since DLI 0.0524 0.0448
(0.223) (0.207)

Stole Something Worth More than $50 Since DLI 0.0253 0.0303
{0.157) (0.171)

Committed Property Crime Since DLI 0.0238 0.0250
(0.152) (0.165)

Sold Marijuana Since DLI 0.751 0.789
(0.433) (0.408)

Sold or Helped Sell Illegal Drugs Since DLI 0.0592 0.0707
(0.236) (0.256)

Observations 62171 63276

Data: National Longitudinal Survey of Youth 1997,
Notes: Table reports means with standard deviations in parentheses. Observations are weighted
using the provided sample weights.
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3.7 Appendix

State MML Characteristics

We incorporate detailed characteristics about the state MMLs in our analvses.
To obtain this information, we first collected particulars about important state NMNIL
dates and characteristics from articles in the literature, the Marijuana Policy Project.
and Prescription Drug Abuse Policy System (PDAPS). This information was merged
with detailed datasets on state MML characteristics available from PDAPS. which
provide information about laws in effect beginning as of January 2014 that had been
cnacted as early as 2009.% Because much of our data on substance use and crime is
from before 2009, we conducted our own legal and internet research to extend this
dataset back to 1998 by incorporating analogous information for all states for years
that are missing in the PDAPS data.

With respect to state MML characteristics, we translate the presence or absence
of many characteristics into a categorization of state MMLs as “strict” or “permissive”
laws, and control for this categorization within our regression models. We use the
detailed characteristics specified in the state medical marijuana laws affecting legal
access to classify them into two broad categories of strict and permissive.

We discuss the variables and categorization used in our analyses in detail below.
We first classify these characteristics into four broad types - physical availability.
legal protections, patient qualification, and financial access - and create scales for
each type to quantify the extent to which a state’s MML characteristics of that type
promote access to medical marijuana. We then use these four scales to construct an

overall scale quantifying an MML’s restrictiveness. Finally, we use this overall scale

3Specifically, we used the datasets entitled “Medical Marijuana Laws for Patients™ avail-
able at http://pdaps.org/datasets/medical-marijuana-patient-related-laws-1501600783, and “Medi-
cal Marijuana Dispensaries” available at http://pdaps.org/datasets/dispensaries-medical-marijuana-
1501611712, Because the enactment dates of laws in effect as of January 2014 differ by state. the
exact dates the PDAPS datasets cover depend on the state in question.
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to assign state MMLs to one of two categories — “strict”™ NNMLs or “permissive”

MMLs. Following is a detailed account of the categorization of N[NLs.

1. Physical Availability
We construct a physical availability scale indicating how readily accessible med-
ical marijuana is to patients under state MMLs that incorporates the following
variables: the amount of home cultivation of marijuana permitted (no home
cultivation permitted, 1-10 plants, 11-20 plants, 21-30 plants, or 10 ounces):
whether medical marijuana dispensaries are authorized by the NNL; and whether
any medical marijuana dispensaries in the state are operational. The scale
ranges from 0, which would occur if home cultivation were not permitted. dis-
pensaries were not authorized, and no dispensaries were operational, up to 6.
which would occur if the state permitted individuals to cultivate 10 ounces at
home, authorized dispensaries, and dispensaries were operational within the

state.

2. Legal Protections

To quantify state differences over the extent to which medical marijuana pos-
session is legally protected, we use the following variables to construct a scale of
legal protections: whether qualifying patients may exert an affirmative defense
against criminal charges of marijuana possession to excuse this otherwise ille-
gal possession; whether an individual may be designated as a patient caregiver
(providing them with similar legal protections to medical marijuana patients)
to more than one MML patient; and the amount of marijuana qualitfying pa-
tients are permitted to possess (no MML, less than 3 ounces, 3-7 ounces, 7-10
ounces, over 10 ounces, 30-90 days supply. or no limit on possession). The scale
ranges from 0, which would occur if no legal protections are provided. up to

8, which would occur if the state provided an affirmative defense. permitted
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patient caregivers, and imposed no limit on possession.

Patient Qualification

We construct a scale of the ease of patient qualification to quantify state dif-
ferences in what is required for a patient to qualify to obtain legal access to
medical marijuana. This scale incorporates the following variables weighing

towards easy qualification: whether a physician may recommend medical mari-

juana as treatment for any illness; whether a physician may recommend medical

marijuana as treatment for any symptom: and whether a physician may rec-
ommend medical marijuana as treatment for experiencing pain. The following
variables weigh towards difficult qualification in our scale: whether the state
lists at least 25 percent of the maximum number of diseases listed by any state
MML; whether a physician must review the patient’s medical history: whethoer
there is a minimum duration of disease or symptoms required before a patient
may qualify to receive medical marijuana; whether documentation showing that
the standard treatment has been ineffective for the patient is required before
a patient may qualify; whether objective proof of disease through diagnostic
testing results is required; and whether a second physician confirmation of the
diagnosis is required. The scale ranges from -4, which would occur if the state
had no factors weighing toward easy qualification and all factors weighing to-
ward difficult qualification, up to 5, which would occur if the state had all fac-
tors weighing toward ecasy qualification and no factors weighing toward difficult

qualification.

Financial Access

We also construct a scale of the ease of financial access to qualifying to use
medical marijuana. The following variables weigh towards more difficult finan-

cial access: whether a fee is required to obtain the medical marijuana patient
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card; whether a criminal background check is required; whether fingerprinting
is required; and whether proof of identification is required. We also include
whether the state provides any financial subsidies to offset any financial ob-
stacles to access as a factor weighing towards more easy financial access to
medical marijuana. The scale ranges from -1, which would occur it the state
had no subsidies. and imposed fees, along with criminal background check. fin-
gerprinting, and proof of identification requirements, to 4. which would occur if
the state granted subsidies and imposed no fees or criminal background check.

fingerprinting, or proof of identification requirements.

Overall Scale and Categorization

To construct our measure of MML restrictiveness, we sun the four scales de-
scribed above to create an overall scale that measures the extent to which state
MMLs promote access to medical marijuana. Scores less than or equal to 6 on
this scale reflect states with no MMLs in place. We classify an MMIL state as
“strict” if its overall score is over 6 but less than or equal to 10. These states
permit medical marijuana use but have policies that demonstrate a greater re-
luctance to promote access to medical marijuana, through imposing hurdles to
patient qualification, financial obstacles, restricting the availability of medical
marijuana, and/or providing limited legal protections for the medical use of mar-
ijuana. We classify an MML state as “permissive” if its overall score is greater
than 10. These states have more lenient policies that tend to promote access
to medical marijuana, through imposing less strict patient qualification require-
ments, lowering the cost to gaining legal access, promoting the availability of
medical marijuana through permissive home cultivation limits or authorizing
dispensaries, and/or providing broader legal protections for medical marijuana

possession.
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Table 3.14 lists the states in different groups based on the state characteristics
as defined in the MML. Column 1 lists the states which do not have any torm of NINL
during the period of focus for this study (till 2014). Out of this list. many states have
legalized medical marijuana after 2014 but they are beyond the scope of this paper.
The next three columns classifies the states with MML into three groups. Column
2 lists the states with MML which are classified as strict. Some examples of these
states are Colorado, Delaware, Vermont, etc. There are a total of 17 states which
have strict MML since legalizing medicinal marijuana. It is interesting to note that
this list includes states which passed their law in as early as 1999 (Alaska) and those
which recently implemented their policy (such as Illinois in 2014). Five states (listed
in column 3) are classified as permissive. They are, namely, California. Maryland.
Massachusetts, Minnesota and Oregon. Here, California was the first state to legalize
medical marijuana and Minnesota implemented its law very recently, in NMay 2014.
This shows that the particulars of the state laws are very state specific and are not
influenced much by their neighboring states as well those which passed the law at a
similar time.

An important observation of the various MMLs are that they have continuously
been amended and updated based on many factors. As we studied the changes seen in
the particulars of the law, we found multiple examples of states where some amend-
ments were significant enough to change the classification of the law from strict to
permissive. These states are listed in column 4. There are three such states - New
Mexico, Rhode Island and Washington. All three states relaxed their legislation to
accommodate more patients under the medical marijuana treatment. They were re-
classified from Strict to Permissive. New Mexico was reclassified in 2015. Rhode

Island in 2013, and Washington state in 2010.
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Table 3.14: List

of States with MML Status

No MML MML - Strict MDML - Permissive  MML - Major change in policy
1) (2) (3) (4)
Alabama Alaska California New Mexico
Arkansas Arizona Maryland Rhode Island
Florida Colorado Massachusetts Washington
Georgia Connecticut Minnesota
Idaho Delaware Oregon
Indiana District of Columbia
lowa Ilinois
Kansas Hawaii
Kentucky Maine
Louisiana Michigan
Mississippi Montana
Missouri Nevada
Nebraska New Hampshire

North Carolina
North Dakota
Ohio
Oklahoma

New Jersey
New York
Pennsylvania
Vermont

South Carolina
South Dakota
Tennessee
Texas
Utah
Virginia
West Virginia
Wisconsin
Wryoming

Source: “Medical Marijuana Laws for Patients” available at http://pdaps.org/datasets/medical-
marijuana-patient-related-laws-1501600783, and “Medical Marijuana Dispensaries™ available at
http://pdaps.org/datasets/dispensaries-medical-marijuana-1501611712

Notes: Column 1 - States without MML during the period of this study (till 2014). Colummn 2 - States
with Strict MML. Column 3 - States with Permissive MML. Column 4 - States which changed their
policy particulars over the years after first implementing the MML such that they were reclassified
from strict to permissive over the course of this study.
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